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"The good life is inspired by love and guided by knowledge."

Bertrand Russel
What I believe, 1925





ABSTRACT

The response of the ATLAS calorimeters to electrons, photons and hadrons, in terms of the

longitudinal and lateral shower development, is parameterized using the GEANT package and a

detailed detector description (DICE). The parameterizations are implemented in the ATLAS Level-

1 (LVL1) Calorimeter Trigger fast simulation package which, based on an average detector geometry,

simulates the complete chain of the LVL1 calorimeter trigger system. In addition, pile-up e�ects due

to multiple primary interactions are implemented taking into account the shape and time history of

the trigger signals. An interface to the fast physics simulation package (ATLFAST) is also developed

in order to perform ATLAS physics analysis, including the LVL1 trigger e�ects, in a consistent

way. The simulation tools, the details of the parameterization and the interface are described.

The LVL1 jet trigger thresholds corresponding to the current trigger menus are determined within

the framework of the fast simulation, and the LVL1 jet trigger rates are estimated. Further, the

combination of Emiss

T signature with jet and � triggers is also discussed.

A study of the discovery potential of the ATLAS experiment of the neutral MSSM Higgs

bosons in the decay channels with multi b-jet �nal state topologies, namely H ! hh! bb bb and

bbA=H ! bb bb, is performed. The signal acceptance of the ATLAS LVL1 jet trigger, based on the

determined trigger thresholds, is evaluated. Given the dominating jet trigger rates from the QCD

multi-jet processes, the b-tagging capability of the LVL2 trigger is essential for the Higgs discovery

in these channels. Canonical ATLAS b-tag/mistag e�ciencies are applied on reconstructed jets.

Finally, 5� discovery contours in the (tan�;mA) plane are derived.

ZUSAMMENFASSUNG

Das Ansprechverhalten der ATLAS Kalorimeter f�ur Elektronen, Photonen und Hadronen wird

bez�uglich der longitudinalen und transversalen Schauerentwicklung parametrisiert. Als Ausgangs-

daten dienen voll simulierte Ereignisse, die unter Verwendung des GEANT Programmpakets und

einer detaillierten Detektorbeschreibung (DICE) erzeugt werden. Die Parametrisierungen werden

in das Programm zur schnellen Simulation des ATLAS Level-1 (LVL1) Kalorimetertriggers integri-

ert, das mit einer vereinfachten Detektorgeometrie die vollst�andige Kette dieses Triggers simuliert.

Dar�uberhinaus werden auch die E�ekte durch die zeitliche �Uberlagerung mehrer Ereignisse im

Detekor unter Ber�ucksichtingung der zeitlichen Form und Vorgeschichte der Triggersignale ein-

bezogen. Au�erdem wird eine Schnittstelle zum Programmpaket f�ur die ATLAS Physikanlyse

(ATLFAST) entwickelt, um Analysen einschlie�lich LVL1 Triggere�ekten konsistent durchf�uhren

zu k�onnen. Die Simulationswerkzeuge, die Einzelheiten der Parametrisierung und die Schnittstelle

werden beschrieben. Im Rahmen der 'schnellen Simulation' werden die LVL1 Jet-Triggerschwellen

f�ur die entsprechenden Triggermen�us bestimmt und die LVL1 Jet-Triggerraten abgesch�atzt. Weiter

wird die Kombination von Emiss

T -Signatur mit Jet und � -Trigger diskutiert.

Eine Studie �uber das Entdeckungspotential des ATLAS Experiments f�ur die neutrale MSSM

Higgs Bosonen in Zerfallskan�alen mit Multi-b-Jet Endzust�anden, namentlich H ! hh! bb bb und

bbA=H ! bb bb, wird durchgef�uhrt. Die Nachweiswahrscheinlichkeit des ATLAS LVL1 Jet-Triggers

mit den zuvor bestimmten Triggerschwellen wird untersucht. Angesichts der dominierenden Jet-

Trigger-Raten aus QCD Multi-Jet Prozessen ist f�ur die Entdeckung des Higgs in diesen Kan�alen

die b-tagging F�ahigkeit des LVL2 Triggers unverzichtbar. Kanonische ATLAS b-tag Identi�kations-

und Missidenti�kationswahrscheinlichkeiten werden auf rekonstruierte Jets angewendet. Schlie�lich

werden 5� Entdeckungskonturen in der (tan�;mA) Ebene ermittelt.
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Introduction

The accumulated knowledge on the elementary particle physics during the last two decades

is compiled in a theoretical framework called the Standard Model (SM). This theory is able

to describe essentially all basic phenomena in the �eld of high energy physics with great

accuracy. The SM parameters have been measured with great precision at various experi-

mental facilities. One parameter is however essentially unknown, the mass of the scalar Higgs

boson, which according to theory can explain the symmetry breaking in the electroweak sec-

tor through the so called Higgs mechanism and is responsible for masses of all of the other

particles through its coupling to them. Direct and indirect searches at the LEP collider, till

its closure, have only put limits on the allowed mass of this hypothetical particle.

The Standard Model, despite its success in describing the experimental observations to an

amazing precision, has some short-comings which call for other more complete theories of

nature. One of the most attractive of these theories, beyond the Standard Model, is the

SUperSYmmetric extension to it, i.e. SUSY. The supersymmetric models have been discussed

the recent years and guide us where to look for new physics beyond the Standard Model.

Although the particle content of these models is quite rich and although they introduce yet

more parameters into the theory, some restricted versions of SUSY, making it possible to

perform searches and studies. One of these models is the Minimal Supersymmetric extension

to the Standard Model (MSSM) with a rich Higgs sector with �ve Higgs bosons, three neutral

and two charged, instead of the single neutral Higgs in the minimal version of the SM.

It is obvious that based on these arguments any future experiment should aim at the question

of the symmetry breaking mechanism and at searching for the Higgs particle(s). Based on the

latest results from LEP2 the next step in the particle physics should be a collider experiment

penetrating the TeV energy range. Such a program is the future pp collider, LHC, planned at

CERN, with related experiments, like ATLAS and CMS, and scheduled to start operation at

the year 2005. Here many open questions within the SM will be explored. Optimizations of

these future detectors rely strongly on the results obtained from Monte Carlo and simulation

studies.

Given the fact that the ATLAS detector will be operating at the LHC with high jet activ-

ity from the QCD processes, and considering its ability to measure and identify electrons,

photons, and muons, with high rejection against background jets, a critical point for the

trigger system is signal extraction based on multi-jet �nal states. It is not the e�ciency on

triggering on jets, but the question of background rejection which degrades the acceptance of

interesting signals with multi-jet �nal state topologies. The reason for this is that in order to

be able to reduce the QCD jet rate to an acceptable level (a few percent of the overall trigger

rate) the trigger thresholds should be put quite high, whereas an e�cient signal extraction
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would require low thresholds. In ATLAS the second trigger level is not able to reduce the

jet rate for jets with a transverse energy in excess of about 50 GeV. Therefore the LVL1 jet

trigger rate goes through the trigger system essentially untouched. The only exception would

be if the jet under consideration happen to be a b-jet. In this case the special b-tag trigger

of the ATLAS Inner Detector could be used in order to achieve a higher acceptance (and

e�ciency) on processes with multi b-jet topologies. In this case the jet trigger thresholds

could in principle be reduced at LVL1 so that the b-tag capabilities at the next trigger level

may be used to reduce the overall jet rate to an acceptable level. These issues are addressed

in this work for the Higgs searches in the neutral components of the MSSM Higgs sector.

The study presented here is performed using a simulation framework containing details of the

relevant subdetectors' e�ects, the complete LVL1 trigger chain and the pile-up contributions

at low and high luminosities. In particular the implemented simulation tool contains detailed

parameterizations of the detector response and the longitudinal shower development between

the ECAL and the HCAL, as well as the lateral shower pro�le within each calorimeter type,

extracted form full detector simulation. This is done both for the electromagnetic and for

the hadronic particles. The e�ect of the Barrel/EndCap transition region on the response

of the calorimeters to di�erent types of particles are also implemented in the simulation

tool. Furthermore, the pileup e�ect is simulated taking into account, apart from the average

number of minimum-bias events per bunch crossing, the time history of the calorimeter

signals. The o�ine analysis and the LVL1 trigger impact are performed in the same simulation

framework, which ensures consistency of the obtained results with and without the trigger

e�ects.

The central interest of this work is essentially the impact of the trigger system of ATLAS

detector on the discovery potential of the neutral MSSM Higgs bosons through their decay

channels with multi b-jet �nal states. The H ! hh ! bb bb and the bbA=H ! bb bb decay

modes at small (1.5{3.0) and at large (30{50) tan � values and at intermediate to high mA

(100 GeV{300 GeV) are studied in terms of the statistical signi�cances with and without

the LVL1/LVL2 trigger e�ects. These are important decay channels given the fact that, for

the parameter sets considered here, the direct and associated production cross-sections are

large, and the bb decay branching ratios are dominating, resulting consequently in high signal

rates. The only serious background distorting this picture is the QCD jet events, making it

a demanding task to extract the signal e�ciently. For this reason, multi b-jet �nal states are

in general di�cult signals for the ATLAS trigger to extract e�ectively above the dominating,

and the much higher rate, multi-jet QCD background processes. Further, thresholds for the

level{1 jet triggers are determined and estimates on the expected level{1 jet trigger rates are

obtained. The acceptance of the level{1 jet trigger of the signal processes is estimated and

the impact of the level{2 special b-tag capability, of great importance for the decay channels,

is illustrated.
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Chapter 1

Theory and Phenomenology

The present understanding of the elementary particles and their interactions is described by a

theoretical framework, known as the Standard Model (SM) [2, 3, 4, 5, 6]. This framework is an

interplay between local gauge �eld theories, described by appropriate Lagrangian densities,

and phenomenological symmetries observed in nature and experiments. Matter �elds are

associated to a number of point-like (spin 1/2) (anti)fermions, (anti)quarks and (anti)leptons,

organized in three families (each with two 
avours), whereas interactions are mediated by a

series of (spin 1) vector gauge bosons, summarized in Table 1.1.

Table 1.1: Matter fermions, lepton and quark multiplets, and force carriers, gauge bosons,

of the electroweak and strong interactions in the Standard Model. The multiplet structure

indicated in the table refers to the transformation properties of the left and right chiral fermion

�elds under electroweak gauge symmetry operations. The strong interactions, mediated by

gluons, apply only to the quark �elds. Each quark 
avour appears as colour triplet in colour

space. In this connection the single gluon in the table represents 8 di�erent (doubly colour{

charged) gluons.

Leptons Quarks Gauge bosons

electro-�
�e

e

�
L

eR

�
u
r;g;b

d
r;g;b

�
L

u
r;g;b

R
, d

r;g;b

R



weak ,�
��

�

�
L

�R

�
c
r;g;b

s
r;g;b

�
L

s
r;g;b

R
, c

r;g;b

R
W

� , Z�

strong�
��

�

�
L

�R

�
t
r;g;b

b
r;g;b

�
L

b
r;g;b

R
, t

r;g;b

R
g

interactions

Field theories describing the elementary particle interactions [24] obey the so-called local

gauge invariance principle [10], which could be described as follows: If the theory, i.e. the La-
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grangian density function for the physical system, is completely invariant under a set of local�

�eld transformations described by a Lie-groupy with parameters f�ig, then the theory is said

to be gauge invariant. Physical quantities, e.g. cross-section, are determined through pertur-

bation theory [8], by calculating the amplitudes of the corresponding Feynman diagrams [9]

to di�erent orders. A simple perturbative interpretation of Feynman diagrams, containing

loops, generates ultraviolet divergences, when integrating over momentae propagating inside

the loops. Since the �eld theories describing the elementary particles and their interactions

should be renormalizable [14], these divergent integrals must be removed. The in�nities are

absorbed into a rede�nition of the physical parameters of the theory, e.g. couplings, through

a combination of regularization and renormalization procedures. Regularization consists of

rendering sense (or meaning) to the divergences by introducing a regularizing parameter. This

is done by, for instance, introducing an ultraviolet momentum cuto�, �, or by evaluating the

integrals over a fractional space-time dimension, d = 4�2�. This re-expression of the in�nities
in terms of the new parameter makes the divergent quantities �nite and well{de�ned. The

contribution from the regularized loop integrals could in principle be split into a divergent

and a �nite term. This splitting is not unique and a given choice of the �nite term de�nes

a particular scheme. Clearly the regularized quantities still have divergent limits, e.g. when

letting �!1 or �! 0. They are though removed from the �nal physical results through the

renormalization procedure. A consequence of the regularization/renormalization procedure

is that the renormalized quantities, e.g. the couplings, will however depend on an arbitrary

mass scale �, introduced into the theory through the renormalization. The regularized in�ni-

ties, after renormalization, are absorbed into so-called bare quantities, which are meaningless

and could not be measured experimentally. The only thing which could be measured is the

e�ective, i.e. � dependent, quantities. The mass scale could for instance be the energy scale

characterizing a given experiment, e.g. four-momentum transfer �2 = Q
2. Several methods

exist to perform the renormalization, and each introduces basically a (di�erent) dimensional

scale. Physical quantities on the other hand should be independent of the renormalization

schemes. The invariance of the observable quantities under changes of the scale parameter �

is expressed by the so{called Renormalization Group Equations, RGEs.

1.1 The Standard Model

The Standard Model of the strong, weak and electromagnetic interactions is based on a

local non-abelian gauge �eld theory, with the symmetry group SU(3)C�SU(2)L�U(1)Y .
Index C refers to the quantum number of the strong interaction, the colour charge, L in-

dicates the chirality characteristic of the weak isospin group, and Y is the weak hyper charge.

The symmetry group of the strong interactions is the local non-abelian gauge group SU(3)C
of the Quantum ChromoDynamics (QCD) [19]. Quarks form colour triplets, q = (qr; qg; qb)T ,

in colour space with respect to the strong interactions, and interact with an octet of coloured

gluons. The QCD Lagrangian could be written as [1, 24, 25]:

LQCD = �1

4
G
��

a G
a

�� +
X
q

�q(i
�D� �mq)q ; (1.1)

�Local transformations of the group elements are functions of the space{time coordinates of the �elds.
yThe members of a Lie{group are continuously di�erential functions of a set of parameters.
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where a refers to colour states of the gluon, a = 1; : : : ; 8, and the sum runs over all quark


avours q = u; d; s; c; b; t. Quark masses, mq, are arbitrary parameters of the theory, which

have to be input from outside. The covariant derivative, D�, acting on the quark �elds, q,

and generating interactions, is given by:

D� = @
� + igs

�
a

2
G
�

a ;

where G
�
a is the gluon �eld, gs is the strong coupling and �a are 3 � 3 hermitian, traceless

(Gell-Mann) matrices. The gluon �eld strength tensor, G
��
a , is given by:

G
��

a = @
�
G
�

a � @
�
G
�

a � gsfabcG
�

b
G
�

c ;

where fabc are SU(3) structure constants, de�ned by the commutation relations of the group

generators: [T a; T b] = if
abc
T
c, with T

a = �
a
=2. The QCD Lagrangian is invariant under

simultaneous (in�nitesimal) local gauge transformations of the quark, q, and gluon, G
�
a �elds.

The blown-up, and more informative, version of LQCD reads as follows:

LQCD = �1

4
(@�G�

a � @
�
G
�

a)(@�G
a

� � @�G
a

�) +
X
q

�q(i
�@� �mq)q

+ gsG
�

a

X
q

�q
�
�
a

2
q

� gs

2
f
abc(@�G�

a � @
�
G
�

a)G
b

�G
c

� � g
2
s

4
fabcf

ade
G
�

b
G
�

cG
d

�G
e

� :

In this equation the �rst two terms are the kinetic terms for gluon and quark �elds respec-

tively, giving rise to propagators. The third term, involving the group generators, represents

the colour interaction between quarks and gluons. The last two terms are cubic and quartic

gluon self-interactions. Theoretically, the self{interaction property of gluons is due to the

fact that QCD is a non-abelian theory and hence the group generators do not commute.

The (running) coupling constant of the strong interaction is to next-to-leading order given

by the formula [1, 24, 25]:

�s(Q
2) =

4�

�0 ln(
Q2

�2
)

"
1�

2�1 ln(ln(
Q2

�2
))

�
2
0 ln(

Q2

�2
)

+O(�3s)
#
; (1.2)

�0 =
1

3
(11Nc � 2Nf );

�1 =
1

3
(17N2

c � 5NcNf � 3CfNf );

where Nc = 3 is the number of colour charges, Cf = 4
3
, Nf is the number of quark 
avours

with a mass less than the squared four momentum transfer Q2 and � is the QCD scale

parameter of the order of a few MeV. It is obvious from this formula that �s(Q
2) ! 1 as

Q
2 ! �2, hence �, in a sense, is the scale at which the strong interaction becomes strong.

This in turn means that the methods of perturbative QCD are not applicable at small Q2.
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The symmetry group of the (uni�ed) electroweak interactions [13] is the SU(2)L
U(1)Y
gauge group. The Lagrangian density is given by [24, 2]:

L = �1

4

3X
i=1

W
��

i
Wi�� �

1

4
B
��
B�� + � Li


�D� L + � Ri

�D� R ;

with �eld tensors B�� and W �� given by:

B
�� = @

�
B
� � @

�
B
�
;

W
��

i
= @

�
W

�

i
� @

�
W

�

i
+ g�ijkW

�

j
W

�

k
;

where B� is the singlet gauge �eld associated with U(1), andW � is the isotriplet gauge �eld

connected to SU(2). The SU(2) group structure constants are denoted by �ijk. Fermion

�elds,  L;R, refer to left and right chirality fermion �elds. Left and right handed fermions

have di�erent transformation properties under SU(2). Left handed fermions form doublets

under SU(2) symmetry operations, which transform the components of a doublet into each

other. Right handed fermions, on the other hand, transform trivially under SU(2) and

are singlets. Both right and left handed fermions transform non-trivially under U(1) phase
transformations. This multiplet structure of the electroweak interactions is indicated in Table

1.1. In the quark sector, the weak isospin quark eigenstates are not the same as their mass

eigenstates. The quark isospin eigenstates are obtained from their mass eigenstates by a

rotation in isospin space. The usual method is to rotate only the I3 = �1=2 members of the
quark families. Thus One considers the unitary transformation (change of basis from mass

to weak isospin): 0
@ d

0

s
0

b
0

1
A = V

0
@ d

s

b

1
A ;

where V , the Cabibbo{Kobayashi{Maskawa (CKM) matrix [17] is given by the approximate

Wolfenstein parameterization [18]:

V =

0
@ Vud Vus Vub

Vcd Vcd Vcd

Vtd Vtd Vtd

1
A '

0
@ 1� �

2
=2 � A�

3(�� i�)

�� 1� �
2
=2 A�

2

A�
3(1� �� i�) �A�2 1

1
A+O(�4) ;

where di�erent parameters have the experimentally obtained values [1]: � = 0:2196� 0:0023,

A = 0:83�0:04, � = 0:3�0:1 and
p
�2 + �2 = 0:4�0:1. The covariant derivative, generating

the interactions, could be expressed as:

D� = @� � ig0
Y

2
B� + ig

3X
i=1

�
i

2
W

i

� ;

where � are Pauli matrices, g0 and g are SU(2) and U(1) couplings respectively. The weak
isospin, I = �=2 = (�1=2; �2=2; �3=2), and the weak hypercharge, Y , are the generators

of the SU(2)L and U(1)Y gauge groups respectively. The weak hypercharge is de�ned as

Q = Y/2 + I3, where Q is the electromagnetic charge and I3 is the third component of the

weak isospin. The physical charged vector bosons, W�, are linear combinations of the �rst
two components of the �eld W = (W1; W2; W3)!W

+
; W

�
; W

0 , de�ned as:

W
�
� =

1p
2
(W1� � iW2�) ; W

0
� =W3�
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and the neural vector boson, Z�, and the photon, A�, are orthogonal and normalized linear

combinations of W
�

3 and B�:

A
� = cos(�W )B� + sin(�W )W

�

3 ;

Z
� = �sin(�W )B� + cos(�W )W

�

3 ;

where �W is the weak mixing angle. Requiring the photon to couple equally to left and right

handed fermions, with strength e, the electric charge, the following relations are obtained:

g sin(�W ) = g
0
cos(�W ) = e ) tan(�W ) = g

0
=g :

Any mass term in this theory will break the Lagrangian invariance under the gauge trans-

formations of the group. Therefore, as it stands, all fermions and gauge bosons are massless.

This is contrary to the experimental results, where, for instance, all vector bosons of the

electroweak sector, except the photon, are massive. The same holds for fermions (including

perhaps the neutrinos). A method to generate mass for intermediate gauge bosons and the

fermions, without destroying the gauge invariance of the theory, is the spontaneous symmetry

breaking Higgs mechanism [12]. The usual method is to introduce new complex scalar �elds,

the Higgs �elds, into the theory. The gauge bosons and the fermions acquire masses upon

coupling to the Higgs �eld. The basic idea is to add extra symmetry-breaking terms, i.e. the

Higgs Lagrangian, to the original Lagrangian. These extra terms should, like the symmet-

ric part of the Lagrangian, be renormalizable. In the minimal symmetry-breaking scheme,

the simplest and the most general Higgs Lagrangian, which ful�lls these requirements, is

[27, 28, 29]:

LHiggs = (D��)
y(D��)� V (�y�)� � LGf R�� � RG

y
f
 L�

y
;

where � is the complex scalar isodoublet, containing the Higgs �elds, with the quantum

numbers (I; Y ) = (1=2; 1) with respect to the SU(2)
U(1):

� =

�
�
+

�
0

�
=

1p
2

�
�1 + i�2

�3 + i�4

�

where �i, with i = 1 : : : 4, are real scalar �elds. The last two terms in the Higgs Lagrangian

are the Yukawa couplings of the � �eld to fermions, giving them their masses. The fermionic

Yukawa couplings to the Higgs �eld are represented by the quantity Gf (which depends on

the fermion mass). The Higgs potential V is given by:

V (�y�) = �
2�y�+ �(�y�)2;

where � and �2 are real constants, with � > 0. The second term in the Higgs potential is

responsible for the cubic and quartic Higgs self-couplings, and the parameter � is the Higgs

(running) self-coupling. Taking �2 < 0, the minimum of the Higgs potential lies on the circle

�y� = j�j2 = �1
2
�
2
=� > 0. Quantum mechanically, the lowest energy state of the system,

the vacuum, gets a none zero expectation value (vev), i.e. it is not free of �eld. This vacuum

state is completely symmetric and in�nitely degenerate. Choosing a given minimum of the

potential to be the vacuum, breaks the symmetry property of the vacuum state. This is

referred to as spontaneous symmetry breaking, since the symmetry of the vacuum state is

broken, whereas the Lagrangian itself is still symmetric. The common choice is to let only

the neutral component of the Higgs �eld to develop a real none zero vev:

�0 � h0j�j0i =
1p
2

�
0

v

�
� vp

2
;
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where v =
p
��2=�, i.e. the vev, is a real non-zero free parameter. Introducing the vev into

the Lagrangian mass terms of the fermions and the gauge bosons are obtained. The fact

that only the neutralz component of the Higgs doublet acquires a vacuum expectation value

guarantees that the photon remains massless. This means that the electromagnetism is unbro-

ken by the scalar vev. Hence the symmetry breaking scheme: SU(2)L
U(1)Y �!U(1)EM .

Masses of the W� and Z� weak gauge bosons are obtained from the kinetic term of the Higgs

Lagrangian, by replacing � with it's vev, v:

M
2
W =

1

4
g
2
v
2 ; M

2
Z =

1

4
(g2 + g

02)v2 =
g
2
v
2

4cos2(�W )
:

Using the electroweak expressions for the masses of the gauge bosons one could determine the

vacuum expectation value of the Higgs �eld: v = (
p
2GF )

�1=2 � 246 GeV, using g2=8M2
W

=

GF =
p
2, where GF is the Fermi coupling constant. By introducing excitations, H, about the

vev, through the replacement:

�0
H =

1p
2

�
0

v +H

�
;

a physical neutral scalar Higgs boson with a mass: M2
H

= �2�2 = �v
2, enters the theory.

It's couplings to the W� and Z� gauge bosons are also determined:

LH;W;Z =
g
2
v

2
W

+
� W

��
H +

g
2

4
W

+
� W

��
H

2 +
g
2
v=2

2cos2(�W )
Z�Z

�
H +

g
2
=4

2cos2(�W )
Z�Z

�
H

2

The Yukawa couplings give masses to fermions, i.e. fermion couplings to the Higgs �eld are

proportional to their masses: mf = Gf v=
p
2, where the index f stands for fermion.

The existence of the Higgs particle is a necessary ingredient of the Standard Model. Apart

from generating masses for the fermions and gauge bosons, it also cures some undesirable

in�nities of the theory. The electroweak radiative corrections would be in�nite and longitu-

dinal gauge boson scattering would grow without limit with energy, violating the unitarity

at high energy scales. In the minimal version of the SM a scalar neutral Higgs boson could

remedy these short-comings of the theory.

According to Grand Uni�ed Theories (GUTs) [20, 24, 31], the Standard Model provides only

an e�ective low energy description of a more fundamental theory. In these theories the group

structure of the SM is uni�ed into a larger and simpler grand uni�ed gauge symmetry group,

G, with for example only one coupling constant. This grand uni�cation would occur at a

large mass scale known as the GUT mass scale, MGUT or MX � 1015 GeV. Above this mass

scale the higher symmetry is unbroken, and leptons and quarks would belong to the same

multiplets of G. This grand uni�cation could be tested by evolving the coupling constants

from their known values at the weak scale, � � MZ� , to the GUT scale, � � MX , to see if

they really meet (or unify). In the SM this is not the case. Although the couplings approach

each other at about MX , they do not unify. Evolving beyond the GUT scale, the hierarchy

of the couplings is changed.

zProbably this should be expressed the other way around: in order to ensure that the vacuum is electrically

neutral, only the neutral component of the Higgs �eld is required to develop a vacuum expectation value (vev).
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1.2 Beyond the Standard Model

The Standard Model, pictured above, with a single SU(2) Higgs doublet, confronts with

theoretical problems when radiative corrections to the Higgs mass are calculated. Higgs self

coupling, at one loop, generates quadratically divergent contributions to the mass-squared

[27, 28, 29]. Theoretically these mass terms could be canceled by introducing large mass

counter-terms. In Quantum ElectroDynamics (QED) ultraviolet divergences, from radiative

corrections to photon self{energy, do also exist but are canceled, in the perturbative theory,

by a regularization/renormalization procedure. The renormalizability of the QED guarantees

a massless photon at every order of perturbation. The quadratic divergences of the Higgs

sector in the SM, on the other hand, could not be eliminated in this way. At each order of

perturbation one should introduce large mass-counterterms, by hand, in order to renormalize

the scalar Higgs boson mass and to keep it at � 1 TeV. By introducing a cuto� � in these

divergences, of the order of the largest mass scale in the theory, the corrections would be very

large (of the order of GUT scale). The Higgs mass in the SM is not bounded from above,

and approaches the largest mass scale in the theory. This is known as the Hierarchy problem.

There exist bosons with masses at the weak scale and scalar bosons with a mass at the GUT

scale, and nothing in between!

Several extensions to the Standard Model try to solve these problems. The most popular of

these are the SUperSYmmetric theories [21, 30]. SUperSYmmetry (SUSY) tries to tackle the

SM problems by introducing higher symmetry and new �elds. It relates masses and couplings

of particles with di�erent spins. Each particle in the SM is related to a supersymmetric part-

ner with a spin di�ering by 1/2. Fermions are related to scalar (spin 0) superpartners, vector

bosons and scalar Higgs bosons to (Majorana) fermion (spin 1/2) superpartners. Particles

and their superpartners (or sparticles) are combined into super�elds. Supersymmetric opera-

tions change the spin of the particles by 1/2 but leave all other characteristics, i.e. mass and

all the other quantum numbers, unchanged. Table 1.2 summarizes the particle content of the

SUSY theory. In supersymmetry two complex scalar Higgs doublets are needed to break the

electroweak symmetry and to generate masses for gauge bosons and fermions. Spartners of

the Higgs bosons are spin 1/2 Higgsinos. Higgsinos mix with the superpartners of the elec-

troweak gauge bosons to produce electrically charged and neutral particles, called charginos

~��1;2 and neutralinos ~�01;2;3;4 respectively. Local supersymmetry requires super partners of

both the gravitonx and the gauge bosons. In a global supersymmetric theory, on the other

hand, the gravitino would not be present. In the unbroken SUSY theory, all superpartners

have the same masses and couplings as the corresponding SM particles. The lack of any

experimental evidence for such a degeneracy, implies that supersymmetry must be broken.

In the broken SUSY, the superpartners of the SM particles could be heavy, possibly of the

order of 1 TeV, based on naturalness or hierarchy arguments. The masses of the ordinary

particles are generated at the lower weak scales. Couplings are not changed by the symmetry

breaking.

A new discrete multiplicative quantum number R = (�1)3(B�L)+2S , the R-parity, is assigned
to each particle. In this relation, B is the baryon number, L is the lepton number and S is

the spin. This means that SM particles have even R-parity, whereas their supersymmetric

partners have odd R-parity. The mass of the SUSY partners of the SM particles are unknown

and are among the free parameters of the theory.

xThe spin 2 graviton, the quantum of the gravitational �eld, has the gravitino superpartner with spin 3/2.
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Table 1.2: Particle content of the SUSY model.

Particle Spin Sparticle Spin

quark qL;R 1/2 squark ~qL;R 0

lepton `L;R 1/2 slepton ~̀
L;R 0

photon 
 1 photino ~
 1/2

gluon g 1 gluino ~g 1/2

W 1
gauginos

wino ~W 1/2

Z 1 zino ~Z 1/2

Higgses H 0 Higgsinos ~H 1/2

Graviton G 2 Gravitino ~G 3/2

In the SUperSYmmetric GUT theories the couplings, as opposed to the SM case, do in fact

meet at mass scales of the order of MX � 1016 GeV. The Standard Model does not include

the gravitational interactions, and hence could only be valid up to energies of the order

of the Planck mass, MP lanck = 1=
p
GN � 1019 GeV with GN the gravitational constant,

where gravitational e�ects become important. Superstring theories o�er the most promising

uni�cation of the elementary particles and their interactions, including a quantum mechanical

inclusion of gravity. Instead of starting from a point particle in space, in superstring theories,

one starts from a one-dimensional string. As a consequence the trajectory of a point in

space{time is a world{line, whereas that of a one-dimensional string is a world{sheet. A

world{sheet depends on both the usual space{time coordinate and the string parameters

de�ning the location of points along the string. Particles are assigned to vibrational modes

of closed strings, i.e. strings with their ends closed to form a loop or a ring. The fundamental

scale of string theory is the string tension with the dimension of mass squared.

1.2.1 Minimal Supersymmetric extension of the SM (MSSM)

In the Minimal Supersymmetric extension of the SM (MSSM) and with the assumption of

R-parity conservation SUSY particles are always pair produced and (cascade) decay to the

SM particles and the lightest SUSY particle (LSP). The LSP must be stable and weakly

interacting. The MSSM respects the same gauge symmetries as the standard model, namely

that of the SU(3)C�SU(2)L�U(1)Y gauge group. The MSSM is assumed to be a theory

at the electroweak scale, i.e. an e�ective low energy theory. The supersymmetry, in this

e�ective theory, is broken by adding soft mass terms to the Lagrangian. These terms do not
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re-introduce quadratic divergences into the theory, hence the softness. The soft terms are

mass terms, bi-linear mixing terms (B terms) and tri-linear scalar mixing terms (A terms).

Over 100 free parameters, e.g. masses, exist in this theory.

In the Higgs sector of the MSSM, two complex scalar Higgs doublets [27, 28, 29, 30]:

H1 =

�
�
0
1

�
�
1

�
; H2 =

�
�
+
2

�
0
2

�
;

with hypercharges �1 and +1 respectively, are introduced. The supersymmetric Higgs po-

tential is given by [28, 29]:

V = j�j2
�
jH1j2 + jH2j2

�
+
g
2 + g

02

8

�
jH1j2 � jH2j2

�2
+
g
2

2
jHy

1 �H2j2;

where � (< 0) is the Higgs mass parameter. The electroweak and SUSY symmetry breaking

is now implemented by introducing the soft SUSY breaking terms. The modi�ed Higgs

potential then becomes:

V =
�
j�j2 +m

2
1

�
jH1j2 +

�
j�j2 +m

2
2

�
jH2j2 � �B�ij

�
H

i

1 �Hj

2 + h:c:
�

+
g
2 + g

02

8

�
jH1j2 � jH2j2

�2
+
g
2

2
jH�

1 �H2j2;

where m1, m2 and B are new mass parameters. Apart from the third term, with the factor

�B, all other terms in this expression are positive. Hence for �B = 0 one obtains the trivial

vacuum, with zero vev, and no symmetry breaking is generated. To implement properly

the electroweak symmetry breaking, the parameters of the Higgs potential should satisfy the

relations:

(�B)2 >
�
j�j2 +m

2
1

� �
j�j2 +m

2
2

�
;

j�j2 + m
2
1 +m

2
2

2
> j�Bj ;

which contain the condition to guarantee the stability of the potential at large �eld values.

With a similar prescription as in the SM, the electroweak symmetry breaking is implemented

by letting only the neutral components of the Higgs �elds to get non-zero vev's:



H

0
1

�
=

�
v1

0

�
� v1 ;



H

0
2

�
=

�
0

v2

�
� v2 ;

where v1 and v2 are real and positive (like v in SM). The W and Z� gauge bosons acquire
the masses:

M
2
W =

1

2
(v21 + v

2
2)g

2
; M

2
Z =

1

2
(g2 + g

02)(v21 + v
2
2) :

Before the symmetry breaking the two complex scalar SU(2)L Higgs doublets had 8 degrees of

freedom (i.e. 8 real massless �elds). Three degrees of freedom, the so{called Goldstone bosons

[11], have been absorbed by the W� and Z
� gauge bosons giving them their longitudinal

degrees of freedom or equivalently their masses. This leaves 5 physical degrees of freedom.

The spectrum of the Higgs sector is then: a charged Higgs boson pair, H�, a neutral CP{

odd Higgs boson, A, and two neutral CP-even Higgs bosons, h and H, with mh < mH .
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These physical mass eigenstates could not be derived in a straight forward manner, as in the

SM case, by simply introducing �eld excitations about the vev's and identifying them as the

physical states. The physical states are mass eigenstates, which are obtained by diagonalizing

the corresponding mass matrices. The Higgs sector could now in principle be described by

two parameters after using the known W mass to specify v21 + v
2
2 . These parameters are the

mass of the pseudo-scalar Higgs boson, MA, and the ratio of the two Higgs vev's:

tan � � v2

v1
; M

2
A =

2 j�Bj
sin 2�

;

where v1; v2 > 0 and therefore 0 < � < �=2. The couplings of the (neutral) MSSM

Higgs bosons to fermions and gauge bosons, at the tree level, di�er from that of the SM

Higgs scenario with � and � dependent factors. The correction factors of the MSSM

neutral Higgs couplings to the massive fermions and gauge bosons, with respect to that

of the SM Higgs, are given in Table 1.3. The coupling of the charged MSSM Higgs,

H
�, which couples u{type to d{type massive fermions, at the tree level, is given by:
ig

2
p
2mW

[(md tan � +mu cot �)� (md tan � +mu cot �) 
5] where u and d stand for (massive)

down and up type fermions respectively. The CP{even neutral Higgs mixing angle, �, which

enters into many couplings, is at the tree level, in terms of mA and tan �, given by:

tan 2� = tan 2�

�
m

2
A
+m

2
Z

m2
A
�m2

Z

�
; � �=2 < � < 0 :

Table 1.3: SM Higgs boson couplings (vertex factors) and the corresponding correction factors,

at tree level, of the neutral MSSM Higgs bosons to massive fermions and gauge bosons.

SM MSSM (correction factors)

H h H A

d{type

fermions
�ig mf

2mW
� sin�

cos�

cos�

cos�
�i
5 tan �

u{type

fermions
�ig mf

2mW

cos�

sin�

sin�

sin�
�i
5 cot �

W W igmW g
��

sin(� � �) cos(� � �) 0

Z Z
igmZ

cos �W
g
��

sin(� � �) cos(� � �) 0

All masses and couplings in the MSSM Higgs sector, at the tree level, could be completely

speci�ed in terms ofmA and tan � parameters. But with the inclusion of radiative corrections

large e�ects are obtained, which depend on, for instance, top, scalar-top and scalar-quark

masses and di�erent mixing parameters. As an example, the upper bound on the mass of the

lightest Higgs boson{ h gets corrections like m4
t log(m~t=mt), where mt (m~t) is the mass of

the top (scalar{top) quark mass. An interesting feature is that, regardless of the inclusion of

radiative corrections, for a very heavy A, i.e.MA �MZ orMA !1, the mass of H�, A and

H become large and degenerate, and only the lightest neutral CP{even Higgs, h, has a mass

{At the tree level the upper bound on the lightest Higgs boson mass is given by: m2

h � cos 2�M2

Z �M
2

Z .
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(of the order of the weak scale). In this limit � ! � � �=2, which implies a decoupouling

of the heavy Higgses, e.g. from gauge bosons. Whereas the h couplings become the same

as that of a SM Higgs. Another interesting feature is that, due to radiative corrections, the

mass of the lightest neutral CP{even Higgs boson, mh, could be signi�cantly larger than mZ .

At one{loop level mh depends on the stop mixing parameter Xt = At + � cot� in such a way

that the upper limit of mh shows a maximum at a nonzero value of Xt. This point is referred

to as maximal mixing. At Xt = 0, on the other hand, the upper limit on mh goes through

a minimum. Hence the Xt = 0 point is referred to as the minimal mixing. An interesting

point is that, regardless of the inclusion of radiative corrections to the masses, for a given

set of parameter values, as tan � and squark masses, the is always an upper bound on the

lightest Higgs boson mass, mh. The upper bound for large tan � (> 10) and/or for heavy A

(MA > 300 GeV) saturates at values in the weak scale range (mh < 130).

Incorporating SUSY models into GUT theories, the so-called SUSY GUTs, has resulted in

interesting observations. Assuming a mass of the order of 1 TeV for the SUSY particles and

running the couplings from their values at the weak scale to higher scales, it is observed

that the couplings do actually meet at an enrgy scale of the order of 1016 GeV, which is

compatible with the energy scale MX in GUT theories. Therefore this is assumed that the

couplings are uni�ed at the high energy scale MX � 1016 GeV into a single couplingk gX .
In the so{called super{gravity inspired MSSM one assumes also gaugino mass uni�cation

at the MX scale, referred to as the common gaugino mass, m1=2. A further assumption is

likewise a common scalar mass, m0, at the uni�cation scale, MX . And �nally one assumes

a common soft supersymmetry breaking trilinear couplings, i.e. At;b;::: parameters, denoted

by A0. These ad hoc assumptions make it possible to describe the SUSY model at the GUT

scale, completely, by only 5 parameters:

m0 ; m1=2 ; A0 ; tan� ; sign(�);

where the last parameter is the sign of the Higgs mass parameter (� 6= 0). The corresponding

quantities at the weak scale can then be calculated by evolving from MX back to the weak

scale.

kActually the normalization reads:
p
5=3 g(MX) = g

0(MX) = gs(MX) = gX :
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1.3 Proton-proton interactions

According to the parton model a proton may be considered as a cluster of con�ned partons

(i.e. quarks, anti-quarks and gluons) [2, 7, 32]. Each virtual parton carries a fraction x of

the longitudinal momentum of the proton��. To �rst approximation, in collider experiments,

any intrinsic transverse momentum of the constituent partons could be neglected, assumed

small compared to high beam energies. Hence proton-proton interactions in the parton

model are described in terms of interactions between their constituent partons. At very

small p-p impact parameters a large momentum{squared, Q2, may be transferred between

the interacting partons. This is referred to as the hard (i.e. high Q2) process. But a large

fraction of the p-p interaction cross-section is due to soft (i.e. low Q2), non-perturbative

subprocesses among their constituent partons. These soft processes can not be calculated

from �rst principles, i.e. using QCD perturbation theory. They are for instance described by

the exchange of Regge trajectories [22] containing ��;0, ��;0, etc., which involve quark-pair

exchanges, and by Pomeron [23] exchanges composed of gluons (or something similar). The

disturbed protons fragment into multi-particle �nal states. These soft interaction events are

referred to collectively as minimum biasyy events. Occasionally, depending on the kinematics,
the underlying partons undergo hard scattering (i.e. high Q2), which is predictable in the

framework of perturbative QCD. At small distances, or equivalently at high momentum

transfers, the strong coupling constant, �s(Q
2), due to the principle of asymptotic freedom,

becomes small for the perturbative QCD methods to be applicable on hard subprocesses.

The cross section for the overall process could then in principle be calculated by summing

over the cross sections of the underlying partonic subprocesses.

1.3.1 The parton distribution functions

The mere fact that the strong coupling �s(Q
2) becomes large at low Q

2 and that the per-

turbative QCD is only applicable at small enough �s(Q
2) (i.e. at large enough Q2) makes it

impossible to calculate parton distributions from �rst principles. It is, however, possible to

predict the distributions at a higher Q2 once they are given at a di�erent smaller Q2
0. The

latter should then be extracted from experimental data. The distribution of partons in the

proton has been obtained from lepton-proton and/or lepton-antiproton deep inelastic scat-

tering experiments. The parton distribution functions for proton are normally parametrised

as:

x � f(x) = C � x� � (1� x
�)
 ; (1.3)

where �, � and 
 are positive parameters and C is a 
avour speci�c normalisation constant, x

is the (longitudinal) momentum fraction of the proton carried by the partonzz. The function

��Strictly speaking this is only valid in a frame where the proton's mass and transverse momentum could

be neglected. This is called the in�nite-momentum frame. At high energy p-p colliders the laboratory frame

is to a good approximation identical to the in�nite-momentum frame.
yyThe notion minimum bias has an experimental justi�cation, originating from the fact that any trigger

selection introduces bias to the experimental results: the trigger bias. No particular selection criteria need

to be applied in order to trigger on (or select) the soft (p-p) events. Consequently a trigger bias which is

minimum would be introduced. Hence the name minimum bias events.
zzMore precisely x is the fraction of the proton's four-momentum carried by the parton, assuming no

transverse three-momentum neither for the parton nor for the proton.
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f(x) is a density distribution, hence f(x)dx gives the number of partons between x and

x + dx. Since x is the (longitudinal) momentum fraction carried by the parton, xf(x)dx is

the momentum distribution of partons between x and x+dx. A schematic view of the parton

distribution functions for gluons, valence quarks and sea quarks-antiquarks within the proton

at a �xed Q2 based on these parametrisations is shown on �gure 1.1. At small x, for a �xed

Q
2, the valence quark density behaves as

p
x, whereas that of sea quarks and antiquarks as

1=x.
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(x) = xd

_
(x)
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Figure 1.1: Gluon, valence (sea) quark (quark-antiquark) parton distribution functions for

the proton. Eichten et al. (EHLQ) parametrisations.

Each parton can in principle radiate other partons via the so called splitting processes [26]

depicted in �gure 1.2. A quark, on account of these QCD splitting vertices, is itself surrounded

q
q

g

Pq→q  or  Pq→g

g
q

q

Pg→q

g
g

g

Pg→g

Figure 1.2: Parton splitting diagrams. The corresponding probability functions represented by

each diagram is also given beneath each process.

by a cloud of gluons and a sea of quark-antiquark pairs. As a consequence the number of

gluons, sea quark and antiquarks sharing the protons momentum increases with increasing

Q
2. This in turn would mean a higher (lower) probability to �nd quarks with a small (large)

x. A sketch of this Q2 evolution of the quark distribution function is shown on �gure 1.3.

The existence of gluons and sea quark-antiquark pairs within a proton is due to radiative

processes. For this reason their number (at a �xed Q
2) increases (logarithmically) with

decreasing x. An empirical observation is that quarks account approximately for only half of

the momentum carried by a proton. The rest is then associated to gluons.

15



0

0.2

0.4

0.6

0.8

1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
x

∑
 x

f(
x,

Q
2 )

Q0
2

Q2 > Q0
2

Figure 1.3: Qualitative evolution of quark distribution in a proton. Plotted are snapshots of

the distribution function at two di�erent momentum transfer squared, i.e. Q
2
> Q

2
0. Sea

q � �q pairs contribute at very low x values, which increases with increasing Q2. The arrows

indicate the change in the shape of the distribution with increasing Q2 of the hard scattering.

1.3.2 The hard scattering subprocess

At high enough centre of mass energies, in a p-p collider, the constituent partons of the protons

could scatter on each other with a small impact parameter. In such high energetic partonic

interactions the outgoing partons will come out at a large angles to the beam axis. Given the

high momentums involved in these scatterings, a large scattering angle, in turn, would mean a

large transverse momentum of the scattered partons. The higher the centre of mass energy of

the p-p system (and therefore of the partonic sub-system) the higher the probability of such

so-called high p
T
processes. In this respect proton-proton interactions could be subdivided in

(two partially overlapping) low and high transverse momentum domains, referred to as soft

and hard interaction regions respectively. In the parton model the hard scattering subprocess

in a proton-proton collision can be described schematically as shown on �gure 1.4. The

kinematics of the hard partonic subprocess together with it's relation to the original p-p

scattering is also shown on this �gure.

The four-momenta of the beams are given by: PA = (E;P); PB = (E;�P), where E
is the beam energy, and the three-momentum Pkẑ. The probability of �nding parton i

carrying a (longitudinal) momentum fraction xi in proton I is described by f i
I
(xi), where

(i; I) = (a;A); (b;B). The four-momenta of the partonic sub-system are given by: p̂i = xiPI .

Specialising to the case of the p-p colliders, i.e. beams with equal energies and equal but

oppositely directed momenta, the invariant centre of mass energy squared of the p-p system

s and that of the hard scattering sub-system ŝ is then calculated as (see �gure 1.4):

s = (PA + PB)
2 = (2E;0)2 = 4E2

; (1.4)

ŝ = (p̂a + p̂b)
2 = (xaPA + xbPb)

2

� 4xaxbE
2 = xaxbs � �s ; (neglecting all masses) (1.5)

where ŝ = xaxbs � �s is the invariant mass of the parton sub-system. In general xa 6= xb.
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Figure 1.4: kinematics of the partonic subprocess, and it's relation to that of the proton-proton

system.

Therefore the laboratory frame, while being the centre of mass frame for the original p-

p collision, is not so for the partonic subprocess. Hence the partonic subsystem would in

general have a boost in the longitudinal direction (relative to the beam axis). The amount

of this longitudinal boost is given by the Feynman x, where x = xa � xb.

Since incident partons taking part in the hard scattering carry, on average, only a given small

fraction of the four-momentum, the total c.m. energy is scaled down by a corresponding factor

in going from proton to parton system. The total energy available for particle production at

rest, in the hard scattering sub-process, would be the total energy in the centre of momentum

frame of the partonic sub-system. Considering the case x = xa � xb, for simplicity, a particle

created at rest in the laboratory frame of reference, will have a mass m � 2x
p
s = 2xE !

x � m=2E (see equations 1.4 and 1.5).

The cross section for the hard process can be expressed in terms of the partonic subprocesses

as:

�(A+B!X) �
X
a;b

Z
f
a

p (xa; Q
2)dxaf

b

p(xb; Q
2)dxb � �̂(a+b!c+d) ;

where �̂ is the cross{section of the underlying (hard) parton{parton interaction and X repre-

sents any kinematically allowed �nal state. In the high energies involved in the hard scatter-

ings, the running coupling costant �s(Q
2) is small, and the cross section of the hard process

can be calculated perturbatively in expansion series of �s(Q
2). Introducing ŝ = xaxbs = �s

and keeping xa and � then:

d�

d�
=
X
a;b

Z
dLab
d�

�̂(ŝ = �s) ;

with:

dLab
d�

= Cab

X
a;b

Z 1

�

dxa

xa
f
a

p (xa; Q
2)f bp(xb; Q

2)� �̂(ŝ = �s) ;
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where Cab is constant factor. dLab=d� is called parton luminosity, since �̂ � dLab=d� gives the

particle cross section d�=d� in proton collisions.

1.3.3 The fragmentation

Quarks, antiquarks and gluons, being coloured, are bound in colourless hadrons, a conse-

quence of the principle of QCD (colour) con�nement. After the scattering, however, the

colour force will con�ne the partons into colourless hadrons. This process, referred to as

the hadronisation or the fragmentation, involves typically the creation of additional quark-

antiquark pairs, e.g. in the colour �eld between a scattered quark and the spectator partons.

A scattered parton (with a high pT ) manifests itself in a detector environment as a debris

of (hadronic) fragments called jet.

The hadronisation involves soft processes which are not calculable by the methods of pertur-

bative QCD. Therefore one should resort to parametrisations extracted from, and tuned to,

experimental data. The fragmentation of light quarks is usually parametrised as:

z �D(z) = C � (1� z)�; (1.6)

where � is a constant, z is the fraction of the parton's momentum carried by the fragmented

hadron and C is a normalisation factor. The function D(z), usually denoted as Dh
a , is the so-

called fragmentation function and gives the probability of �nding hadron h with a momentum

fraction z among the fragments of parton a.

Heavy quark fragmentation is parametrised as:

z �DH

Q (z) = C �
�
1� 1

z
� �Q

1� z

�
; (1.7)

where Q denotes a heavy quark, i.e. c, b or t, and H denotes a heavy hadron fragment

of Q (H(Q�q) for instance). The parameter �Q = 0:40 GeV2/m2
Q
, with mc � 1:5 GeV and

mb � 5 GeV. The top quark with a mass mt � 175 GeV, is very short lived and decays before

having time to hadronise. The normalisation constant is obtained by requiring
R
D(z)�dz = 1.

It is obvious from the so{called Peterson fragmentation formula, i.e. equation 1.7, that the

heavier the quark the harder is the momentum distribution of its fragments. Kinematically

heavy decay products carry a large fraction of the momentum of the decaying particle. Being

coloured quarks will loose some fraction of their momentum to the surrounding colour �eld

to materialise (mostly light) quark-antiquark pairs. In this process the heaviness of the quark

plays also an important role. The heavier the quark the smaller the fraction of the momentum

loss. If then the heavy quark combines with one or more of the (in general lighter) quarks

and/or antiquarks, a heavy hadron (e.g. H(Q�q)) would be produced. This heavy hadron will

then carry most of the heavy quark's momentum. The result, as mentioned above, would

be a hard momentum distribution of the hadrons within the debris of a heavy quark. This

empirically con�rmed behaviour is well described by the Peterson parametrisations.
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Figure 1.5: Peterson parametrisation for the fragmentation of heavy quark Q = c or b.

1.3.4 Kinematics

The momentum vector of an outgoing jet (or particle), in the p-p frame, makes an angle �

with respect to the beam (z) axis. Hence the transverse and longitudinal momenta are given

by:

pz � pjj = jpj � cos(�) ; pT � p? = jpj � sin(�) :

It is customary, in collider experiments, to introduce rapidity, y, de�ned by:

y = � 1

2
`n

�
E + pjj
E � pjj

�
:

For massless particles, or at (relativistically) high momenta, of interest at the LHC for in-

stance, one has in general the pseudo-rapidity, �, de�ned as:

y

���� m
p !0

�! � `n
�
tan

�
�

2

��
� � :

The pseudo-rapidity, �, is much easier to measure, as it does not require particle identi�cation,

and is what is normally used experimentally.
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Chapter 2

Experimental facilities

Particle physicists believe that many of the fundamental questions left unanswered or even

raised by high energy experiments so far could probably be answered at still higher energies.

The new accelerator facility, CERN's next big machine, due to start operating in 2005,

and it's related experiments are being designed to answer these questions and to look for

theoretically predicted phenomena. However, they must also be prepared, as far as possible,

for unforeseen phenomena. This task is a great challenge and requires great e�ort on the

part of the physicists and engineers.

2.1 The Large Hadron Collider

The Large Hadron Collider, LHC [33], is planned to be switched on in the year 2005. The

collider ring is being installed in the existing Large Electron Positron, LEP, collider tunnel

at CERN�. A consequence of this cost-e�ective strategy is that the LHC layout is de�ned,

and to some extent constrained, by the geometry of the LEP ring. The LEP tunnel is about

27 km round and is buried 100 meters below the ground.

The LHC will collide both protons (p-p) and heavy nuclei/ions (Pb-Pb) with a beam energy

of 7.0 TeV per unit charge. This would mean a center-of-mass energy of 14 TeV for the

p-p and of 1148 TeV for the Pb-Pb collisionsy. The required beams would be produced

in the CERN's existing particle sources and pre-accelerators (Linac/Booster/PS/SPS). A

schematic view of the CERN accelerator complex is shown in Figure 2.1, where the LEP/LHC

ring is also shown.

The LHC machine will be built with a two-ring system with parallel rings, one ring per beam,

with a two-in-one magnet structure operating in super-
uid helium (requiring complex cryo-

genic systems). A very advanced super-conducting magnet system and complex accelerator

technologies have been employed. A cross-sectional view of the LHC dipole is shown in Figure

2.2. The two-in-one magnet structure and the beam pipes, surrounded by super-conducting

coils, could be seen in this �gure.

�European Organization for Nuclear Research, Geneva/Switzerland
yOur major interest here is the p-p operating mode and in the following everything refers to this option.
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Figure 2.1: The CERN accelerator complex (Linac/Booster/PS/SPS/LEP/LHC).

The design luminosity at the LHC will have a peak value of 1034 cm�2
s
�1. The �rst three

years of it's operation though, the LHC will run with a somewhat lower luminosity with a

peak value of 1033 cm�2
s
�1. This will correspond to an accumulated luminosity of about

10 fb�1 (30 fb�1) and 100 fb�1 (300 fb�1) after one year (three years) operation at low and

high luminosities respectively. O�cially, after 5{7 years of operation an integrated luminosity

of at least300 fb�1 should be collected. The very high luminosities are achieved by using

two counter-rotating beams made up of closely spaced bunches. In the p-p operating mode

the proton beams are comprised of 2835 bunches of 1011 protons each. The bunches have

a longitudinal spread (rms) of about 7.7 cm and are spaced 7.5 m apart corresponding to

25 ns bunch separation. This corresponds to a bunch crossing rate of 40 MHz. A tabular

representation of the main machine performance parameters in the p-p operating mode can

be found in Table 2.1.

A simpli�ed schematic view of the LHC layout is displayed in Figure 2.3. The two beams

cross only in four intersections. The two general purpose experiments, i.e. ATLAS [35] and

CMS [36], are located at the two diametrically-opposite high-luminosity insertions of the

machine. Two other experimental utilities, i.e. ALICE [38] and LHCb [37], are located at

two other insertion points as depicted in Figure 2.3. The beams cross from one ring to the

other only at these four intersections, where the experimental utilities are installed.
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Figure 2.2: The cross-section of the LHC guide dipoles, illustrating the two-in-one structure

of their superconducting magnets.

Table 2.1: Some of the main LHC p-p performance parameters.

Parameter Value

Ring circumference 26:66 km

Dipole �eld 8:386 T

Proton (center-of-mass) energy 7:0 (14:0) TeV

Protons per bunch, design (initial) 1:05 � 1011 (0:17 � 1011)

Total number of bunches 3564

Number of �lled bunches 2835

Bunch spacing (separation) 7:48 m (24:95 ns)

r.m.s x,y beam size 15:9 �m

r.m.s bunch length 7:7 cm (0:257 ns)

Design (initial) luminosity 1034 (1033) cm�2
s
�1
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Figure 2.3: Schematic view of the basic layout of the LHC.
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2.1.1 Physics goals

The physics motivation for LHC experiments is to search for the theoretically predicted Higgs

particle (or particles!), essential for the mass generation and SU(2)�U(1) symmetry breaking
mechanisms within the framework of the Standard Model (SM). Incidentally, alternative

schemes for symmetry breaking and mass generating mechanisms should also be investigated

if the Higgs boson(s) is not detected. In addition searches for new physics beyond the SM

such as supersymmetry, and performing studies and measurements on predicted (and possibly

unexpected) physics phenomena are also among the main topics of the program.

The combined results of direct and indirect searches for a SM Higgs boson at the four

experiments at LEP, ( ALEPH, L3, DELPHI and OPAL ), is illustrated in Figure 2.4 .
Direct searches at LEP allow the exclusion

of a SM Higgs with a mass below 113.7 GeV

at 95% con�dence level [49]. This is indi-

cated in the �gure by the grey region on the

left. Direct searches are essentially based on

the so-called Higgs-strahlung process by the

Z� boson, with the Z� boson decaying into

lepton or neutrino pairs and the Higgs bo-

son decaying into a `+`� or mainly into a

b�b pair. The result of the indirect searches

at LEP [48, 49] are based on precision mea-

surements of the minimal SM electroweak

parameters as well as the strong coupling

constant at the weak scale. A �
2 �t of the

theoretical models, including radiative cor-

rections, to the data, with the Higgs mass

as a free parameter, predicts at 95% con-

�dence level a mass for the Higgs particle

below approximately 165 GeV. The results

of the global �t to electroweak data depend

on the central value of the parameters in-

volved. The running of the �ne structure

constant, �, due to quark loop contribu-

tions, has a signi�cant e�ect on the �t re-

sults. This is also shown in this �gure.
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Figure 2.4: ��2 distribution of the SM �t re-

sults, for indirect Higgs searches at LEP, as a

function of the Higgs mass. The solid line, and

the gray band about it, show the o�cial �t re-

sults and the corresponding uncertainty. The

dotted line illustrates the sensitivity of the pre-

dicted Higgs mass on the running of the �ne

structure (constant) due to hadronic loops.

In the Minimal Supersymmetric extension of the Standard Model the obtained lower limit on

the mass of a light neutral Higgs boson is aboutz 88 GeV [48]. The Higgs boson, if it exists,

would have a mass theoretically bounded at about 1 TeV. The LHC will explore the entire

mass range up to this theoretical upper limit.

In the p-p collision operation mode, the LHC experimental program will be explored by

the two major detectors ATLAS [35] and CMS [36]. These general p-p experiments are

designed to cover the physics issues of interest in LHC in complementary approaches, i.e.

with overlapping physics program but with essentially di�erent sensitivity to di�erent �nal

zAll the stated limits are 95% con�dence level bounds.
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state signatures and topologies. They should investigate the question of compositeness of

the fundamental particles (i.e. quarks and leptons), the existence of further families (heavy

leptons, L, and heavy quarks, Q), heavy gauge bosons (W', Z'), leptoquarks (D ! l q) and

to some extent the CP-violation in the B-sector. Most important of all though they should

detect the Higgs boson(s) if they exist, and supersymmetric partners of particles. In addition,

the quite abundant B hadron production at the LHC will be explored with the LHCb [37]

dedicated experiment.

SUSY searches are one of the essential programs of the LHC experiments. The assumption

is usually made that the R-parity is a conserved quantum number, implying that SUSY par-

ticles are produced in pairs and that the Lightest SUSY particle, the LSP, is stable (and

doubly produced). Quite complicated �nal states with many leptons and/or jets and a large

transverse momentum imbalance in form of Emiss

T signal are, in this case possible, through

cascade decay of the SUSY particles into two LSP's and SM particles. As an example the

production cross-section of the squarks and gluinos are quite large, which decay into neu-

tralinos and charginos plus SM particles. Depending on their masses, relative to each other,

the production cross-section of the one or the other dominates. Because of the much smaller

parameter space of the (minimal) SUGRA models speci�c points have been investigated for

LHC SUSY discovery potential in detail. Apart from this models relaxing the conservation

of the R-parity are also being investigated for the discovery potential of the LHC.

The heavy ion program of the LHC, i.e. the Pb-Pb operation mode, will explore the quark-

gluon matter with a dedicated experiment, ALICE [38], to investigate di�erent stages of

quark-gluon plasma production and the formation of the normal hadronic matter, the so-

called phase transition.

2.2 The ATLAS Experiment

The omni purpose p-p experiment ATLAS, A Toroidal LHC ApparatuS, will start exploit-

ing the full discovery potential of the LHC from the startup of the machine. A major focus in

the design and optimization of the ATLAS detector has been put on the discovery potential

of the mass generating Higgs boson(s). In addition, many expected physics processes and

also a large variety of physics phenomena beyond the Standard Model, like SUperSYmmetry

searches, have played an important role in the detector optimization. The primary goal is

a detector with the ability to cope with a broad range of important physics processes. This

is a great challenge considering the high interaction rate at the LHC conditions. Given the

total inelastic non-di�ractive proton-proton cross-section of about 70 mb and the high design

luminosity at the LHC (L � 1034 cm�2
s
�1 � 107 mb�1s�1) an interaction rate of about

109 Hz is expected. Many cross-sections of interesting physics processes at the LHC are many

orders of magnitudes smaller. The proton-proton cross-sections and their corresponding rates

at the standard high luminosity are shown in Figure 2.5.
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Figure 2.5: Some characteristic proton-proton cross-sections and their corresponding rates in

the high luminosity environment of the LHC. Taken from [39].
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2.2.1 General detector description and basic design issues

A general purpose detector should be able to access the complex �nal state topologies ex-

pected in the LHC environment. It should be capable of providing many signatures using

electron, photon, muon, jet and missing transverse energy (Emiss

T ) measurements. Searches

for the Standard Model Higgs has been used as the primary benchmark for the detector op-

timization. Searches for particles of the Minimal Supersymmetric extension of the Standard

Model (MSSM) have played the role of a secondary benchmark resulting for instance in �nal

state signatures like Emiss

T from the undetected lightest stable SUSY particle (LSP). Based

on such studies some basic design principles and requirements for the ATLAS detector goes

as follows: a very good electromagnetic calorimetry in terms of energy/angular resolution

and e�cient particle (e=
=��) identi�cation capabilities; hermetic calorimetry for jet and

missing ET measurements; e�cient tracking and lepton momentum measurements; e�cient

� and heavy 
avour tagging and vertexing capabilities; precision measurements for muons;

measurements of particles at low momenta; large acceptance in � coverage. See [34, 35, 39].

The detector and the associated (read-out) electronics have to be fast and radiation resistant

due to the huge neutron and charged particle 
uxes in proton-proton interactions over several

(at least 10) years operation at high luminosity especially in forward regions.

The ATLAS detector is segmented in a barrel and two endcap regions with � 42 m total

lenght and with � 22 m total height. The overall weight of the ATLAS detector is about

7000 tons. The detector is composed of three main components: the inner detector, the

calorimetry and the muon spectrometer. A three dimensional view of the overall layout of

the ATLAS detector is shown in Figure 2.6. In the following a short description of di�erent

sub-detectors will be given. A complete and detailed discussion of these and the related issues

can be found in [35, 40, 41, 42, 44, 45].

Figure 2.6: Overall layout of the ATLAS detector.
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2.2.1.1 Magnet system

The magnet system of ATLAS is a 2 T super-conducting solenoid surrounding the inner

detector in front of the barrel electromagnetic calorimeter and a super conducting air-core

toroid in the barrel and in the end-cap regions. The solenoid is installed in the same cryostat

as the barrel calorimeter, whereas the toroid magnets reside in their own cryostat with their

own cryogenic system. The air-core toroid system, with a long barrel and two inserted end-

cap magnets, generates a large �eld volume and strong bending power with a light and open

structure [35].

2.2.1.2 Inner Detector

Reconstruction of tracks and (secondary) vertices are the tasks of the inner detector [40].

Given the very large track density expected at LHC, high precision measurements on mo-

mentum and vertex resolution require �ne-granularity detectors. The Inner Detector, ID,

is contained within a cylinder parallel to the beam axis, centered at the interaction point.

It covers the range j�j < 2:5, in accord with the other precision measurement systems in

ATLAS. The outer radius of the tracker cavity, constrained by the barrel calorimeter cryo-

stat, is 115 cm. The ID is mechanically divided in a barrel and two identical forward units.

A transition from barrel, layer geometry (parallel to the beam axis) to forward (also called

end-cap), disk geometry (perpendicular to the beam axis), is made starting at j�j < 1 in

order to minimize the amount of material traversed by particles.

Forward SCT

Barrel SCT

TRT

Pixel Detectors

Figure 2.7: A 3D cut-away view of the ATLAS Inner Detector.

The ID combines high-resolution detectors at inner radii followed by continuous tracking el-

ements at outer radii. The high precision tracking detector layers are in the barrel arranged

on concentric cylinders around the beam axis, and in the forward directions mounted on

disks perpendicular to the beam axis. In the vicinity of the beam pipe (from 4 to 22 cm in

radius) high precision, silicon substrate, Pixel detectors are used to achieve highest granu-

larity (3 space points per track). The innermost silicon layer of the pixel detector located at

about 4 cm from the Interaction Point (IP), known as the B-layer, improves secondary ver-

tex measurements considerably, and is designed to be replaceable. Moving radially outward,

up to a radius of 56 cm, are Si-strip detectors, the Semi-Conductor Tracker (SCT),
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which provide 4 space points per track. Enclosing these is a straw tube Transition Ra-

diation Tracker (TRT) to improve momentum reconstruction, pattern recognition and

electron identi�cation (36 points per track). The electron identi�cation capability is added

by employing Xe gas to detect transition radiation photons created in a radiator between

the straws. The electronic channels of the TRT provide a drift-time measurement and two

independent thresholds. The detector can discriminate between tracking hits, passing the

lower threshold, and transition-radiation hits, passing the higher.

2.2.1.3 Calorimeters

Calorimeters will play an important role in detectors at the LHC. The ATLAS calorimetry is

required to measure the energy and direction of electrons, photons, jets and isolated hadron

(hadronic � decays), as well as missing and total transverse energies. It covers the range

j�j < 4:9 using di�erent techniques best suited to the requirements. A three dimensional

view of the ATLAS calorimetry is shown in Figure 2.8.

Figure 2.8: The ATLAS Calorimetry.
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The Electromagnetic calorimeter, ECAL [41, 42], system uses a sampling technique with

liquid argon as active medium and lead plates, bent in accordion shape, as passive material.

Signal readout is performed by three-layered copper-polyimide 
exible printed circuit boards

placed between the absorber plates and held in place using honeycomb spacers. The necessary

drift �eld is provided by applying high voltage to the outer layers of the readout electrodes.

The barrel calorimeter covers the range 0 < j�j < 1:4, and is located inside the barrel cryostat,

right behind the super-conducting solenoid. It covers the radial distance from 1:5m to 2m

from the beam axis and is mechanically divided in two half-barrels, each subdivided in 16

modules. The bending axis of the absorber plates runs parallel to the beam axis. A uniform

sampling fraction in the radial direction is achieved by decreasing the folding angle and by

increasing the fold length between bends as moving outwards. A uniform sampling fraction

in � can be achieved with sharp angles on the absorber folds if the � amplitude of folds were

4 times the absorber spacing. With the chosen absorber type, though, sharp bendings are

not possible, leading to � modulation of the response. This e�ect is minimized by making

the � amplitude of the folds 4.067 times of the absorber spacing. The decrease in sampling

frequency with � is compensated by increasing the sampling fraction. This is done by using

two di�erent absorber thicknesses, with a transition from thick to thin plates at j�j < 0:8.

The end-cap calorimeter covers the range 1:375 < j�j < 3:2 and is located inside the end-cap

cryostat. It covers in longitudinal direction, along the beam axis, from 3:6m to 4:2m from

the interaction point. The accordion geometry is implemented by arranging the absorber

plates as the spokes of a wheel, with the bending axis of the folds running perpendicular to

the beam axis. A consequence of this geometry is that the folding angle and the wave height

must vary with the distance from the beam axis. Due to mechanical limitations each end-

cap calorimeter is divided into two coaxial wheels in order to cover the whole pseudo-rapidity

range. An inner wheel covers the range j�j < 2:5 and an outer wheel the range j�j > 2:5. Each

endcap is mechanically divided in eight wedge shaped modules. A constant lead thickness

together with a varying liquid argon gap could result in a strong variation of the calorimeter

response with �. By feeding di�erent regions of � with di�erent values of the high voltage a

moderate compensation of the response can be obtained. Any residual non-uniformity should

be corrected by software after careful calibration in test beam.

To be able to measure the energy associated to the low momentum particles produced in

the interaction of electro-magnetic particles (e=
) with the (dead) material (1:4X� � 3X�
depending on �) in front of the calorimeters, a pre-sampler detector is installed in front of the

barrel calorimeter. In the end-cap, since for a given ET the average energy is larger than in

the barrel, the pre-sampler is less important. Only in the region 1:5 < j�j < 1:8, where the

amount of the dead material is more than 3X�, a pre-sampler is put in front of the end-cap

calorimeter.
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The total thickness of the ECAL is

� 25X� in the barrel and � 26X�
in the end-caps. The j�j < 2:5 re-

gion of the ECAL, devoted to preci-

sion measurements, is segmented in

three longitudinal samplings. The

high-granularity readout of the ECAL

in this region, shown in Figure 2.9,

provides, apart from the traditional

energy measurement, a powerful 
=��

identi�cation and background jet re-

jection. The readout cells are, in the

� direction, projective to the interac-

tion region. A unique feature of this

calorimeter is the narrow strips in the

�rst sampling. They allow �
� rejec-

tion, which is crucial for the H ! 



channel discussed before.
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Figure 2.9: Illustration of the longitudinal and lateral

segmentation, along with the trigger tower de�nition,

in the Barrel ECAL at � � 0. For details see text.

The Hadronic Calorimeter, HCAL, system covers the range j�j < 4:9 and uses di�erent

techniques best suited for the di�erent requirements. An important design parameter is the

thickness of the calorimeter to provide good containment for the hadronic showers and reduce

punch through for the muon system.

The Tile Hadronic Calorimeter [44] covers the range j�j < 1:6 and utilizes a sampling tech-

nique with plastic scintillator tiles, as active material, embedded in iron absorbers. It is

composed of one barrel and two extended barrels, subdivided azimuthally in 64 modules, and

is segmented in three layers. The pseudo-projective readout cells in � are built by grouping

wavelength-shifting �bers to a photo-multiplier. The calorimeter is placed behind the ECAL

(� 1:2� at � = 0), and is � 7:2� thick at � = 0.

In the end-cap regions, i.e. 1:5 < j�j < 3:2, the Liquid Argon Hadronic Calorimetry [41, 41]

takes over. Each hadronic end-cap calorimeter consists of two, equal diameter, independent

wheels. Copper plates are used as absorber material. The absorber plates in the second wheel

are twice as thick as those in the inner wheel (25mm vs. 50mm respectively). The wheels

are divided in two longitudinal readout segments. The readout cells are fully pointing in �

and only pseudo-pointing in �. The calorimeter is placed behind the ECAL inside the same

cryostat housing, and the thickness of it's active part is � 12�.

The high density Forward Calorimeter, FCAL, covers the range 3:1 < j�j < 4:9, and is

integrated in the end-cap cryostat. It's front face is at about 5m from the interaction point.

It consists of three longitudinal sections: the �rst one is in copper, while the other two are

tungsten. In each of them the calorimeter consists of a metal matrix with regularly spaced

longitudinal channels �lled with rods. The sensitive medium is Liquid Argon, which �lls

the gap between the rod and the metal matrix. The FCAL accommodates � 9� of active

detector in a rather short longitudinal space.

31



2.2.1.4 Muon Spectrometer

The muon spectrometer [45] is surrounding the calorimeters and de�nes the overall di-

mensions of the ATLAS detector. A schematic view of the muon detector system is shown

in Figure 2.10.
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Figure 2.10: The ATLAS Muon Spectrometer.

The performance of the muon spectrometer is optimized based on high-momentum �nal-state

muons, which are among the most promising physics signatures at the LHC environment. Low

transverse momentum muons are of major interest for b-physics and CP-violation studies.

The main components of the muon spectrometer are a system of three large super-conducting

air-core toroid magnets (one barrel and two end-caps), precision tracking detectors with high

intrinsic resolution, and a powerful dedicated (stand-alone) trigger system. Emphasis is given

to high-resolution performance over a pT range from 5GeV to 1TeV or more. In the range

j�j < 1, magnetic bending is provided by a large barrel magnet consisting of eight coils

surrounding the hadron calorimeter. In the range 1:4 < j�j < 2:7, muon tracks are bent

in two smaller end-cap magnets inserted into the ends of the barrel toroid. The magnetic

de
ection in the transition region, i.e. 1 < j�j < 1:4, is provided by a combination of barrel and

end-cap �elds. An excellent muon momentum measurement is achieved with three stations

of high-precision tracking chambers. The resolution is limited by energy loss 
uctuations at

low momenta and by detector resolution at high momenta.
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Precision measurements, over most of the pseudo-rapidity range, is provided by the

Monitored Drift Tubes (MDTs). The basic detection elements are round aluminium

tubes with central wires. The tubes operate with a non-
ammable gas mixture at 3{5 bar ab-

solute pressure. To provide �ner granularity, in order to cope with high rates, Cathode Strip

Chambers (CSCs) are used in the range j�j > 2. The CSCs are multi-wire proportional

chambers with cathode strip readout and with a symmetric cell in which the anode-cathode

spacing is equal to the anode wire pitch. The precision coordinate is obtained by measuring

the charge on the segmented cathode by the avalanche formed on the anode wire.

Two di�erent types of detectors are employed for the muon Trigger Chamber system:

Resistive Plate Chambers (RPCs) in the barrel (jetaj < 1:4) and Thin Gap Chambers

(TGCs) in the end-cap region. The RPC is a gaseous detector with a narrow gas gap formed

by two parallel resistive plates separated by insulating spacers. The TGC is designed similar

to multi-wire proportional chambers, with the di�erence that the anode wire pitch is larger

than the cathode-anode distance.
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2.2.2 Physics prospects

It is impossible to exploit the manifold of physics program of ATLAS and its performance

issues in this thesis. An exhaustive account of the physics performance of ATLAS is given in

referencex [46]. The physics aspects of the ATLAS experiment covers essentially those of the

LHC p-p run mode program explained at the beginning of this chapter. For easier reference

here is a recapitulation of the main program items in a compact form:

� searches for the Higgs boson(s) within the SM and the MSSM framework and alternative

symmetry breaking schemes,

� searches for SUSY and determination of its parameters, like the masses of the super-

symmetric particles,

� searches for the alternative extensions, such as compositeness, technicolor, heavy quarks

and leptons (forth generation) and heavy vector bosons (W0
; Z

0),

� measurements of the SM parameters, e.g. the mass of the W vector boson and the top

quark and the gauge couplings,

� measurements of CP-violation in B-decays (B�
d
! J= K

�
s ).

In the following the searches in the Higgs sector of the SM and the MSSM will be explained

in some detail and the discovery potential of ATLAS will be addressed.

2.2.2.1 SM Higgs searches

The phenomenology of a scalar Higgs boson in

the minimal Standard Model has been explained

in the �rst chapter. A summarized version of the

Higgs properties including it's couplings to bosons

and fermions is reproduced in the table on the

right. The mass of the Higgs particle is a free

parameter of the theory. Based on theoretical ar-

guments the SM Higgs mass is less than about

1 TeV.

quantum Q = 0

numbers JPC = 0
++

v.e.v : v (
p
2GF )

1=2 ' 246GeV

coupling to

vector bosons
2M2

V = v

coupling to

fermions

p
2mf = v

self{coupling � = 2M2
H = v

2

The production mechanisms of a scalar Higgs boson depend on its mass. In hadronic inter-

actions the most important production channel of a scalar Higgs boson is the gluon fusion,

proceeding through a heavy quark triangle. The next important production mechanism in

a hadron collider is the vector boson fusion, where the vector bosons are radiated from the

incoming quarks. The associated production mechanisms, the so-called Higgs radiation or

strahlung processes, play a less important role. These production processes along with the

corresponding cross-sections are shown in Figure 2.11. It must be noted that the plotted

cross-xections correspond to calculations to leading order in the strong coupling constant

and any corrections due to higher order diagrams in the perturbation theory, although cal-

culable and known, are neglected. The reason for neglecting the K-factors (the ratio of the

higher order corrections to leading order calculations) is that the corresponding higher order

corrections for the QCD background are not known (or calculated) for all of the processes.

xFor a compact and summarized version of the ATLAS physics potential see for instance [72].
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Figure 2.11: SM Higgs production cross-sections (y-axis on the left) for the di�erent produc-

tion mechanisms as a function of the Higgs boson mass. The corresponding number of events

for an integrated luminosity of 100 fb�1 is also indicated (y-axis on the right). Taken from

[73].

As seen in Figure 2.11 the gluon fusion through a top-quark loop is the dominating production

process over the entire mass range in the LHC environment. The hypothetical Higgs particle,

when produced, will decay into fermionic and/or bosonic �nal states immediately after its

production. The total decay width of the Higgs boson in the SM is shown in Figure 2.12 as a

function of its mass. Since the Higgs boson couples to the mass, the dominant decay mode is

always to the kinematically allowed heaviest particles. Figure 2.13 summarizes the branching

ratios to accessible �nal states depending on the mass of the Higgs boson. The rise in the

total decay width at MH � 160 GeV is due to the turn-on of the W+
W

� decay mode. At

Higgs masses below this threshold the dominant decay channel is the b�b �nal state. Decay

branching ratios to other fermionic �nal states are at least 1 order of magnitude smaller in

this mass range. The branching ratio of the 

 rare decay mode shows a slow rise with the

Higgs mass up to around 130 GeV, where it reaches its maximum, and drops rather rapidly

beyond that. The branching ratio to 

 in this region is about 3 orders of magnitude smaller

than that of the b�b channel. A SM Higgs with a mass in the intermediate range decays

predominantly into a pair of massive weak bosons. Above the t�t threshold, decays into top

quarks become also important.
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Figure 2.12: Branching ratios for Higgs decays, as obtained from the HDECAY program [58].
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Figure 2.13: SM Higgs total decay width, as obtained from the HDECAY program [58].
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In order to observe a possible signal from a Standard Model neutral Higgs boson, the expected

mass range, from about 110 GeV (LEP lower limit) to about 1000 GeV (theoretical upper

limit), is divided in several mass windows. In each window one or the other of the possible �nal

state signals, corresponding to di�erent decay channels of the SM Higgs, could be extracted

e�ciently above the background with reasonable signi�cance. The choices in the speci�ed

mass windows are based on intensive Monte Carlo simulation and analyzes on the signal rates

and signal-to-background ratios. The search strategy adopted by ATLAS for a SM Higgs is

compiled in Table 2.2, where the observable decay channels together with the corresponding

mass ranges are displayed. These benchmark processes put very severe requirements on

the overall detector performance and specially on the electromagnetic calorimetry. Detector

performance is absolutely crucial, specially for channels available for a relatively light Higgs

boson.

Table 2.2: Reliable decay channels for a discovery of the SM Higgs boson, depending on its

mass. The most important background for each case is also indicated. For details see text.

Mass range important

(GeV)
Signal

backgrounds

q�q; gg ! 


gg ! H ! 



qg ! q
 ! q


80 { 130

gg; q�q ! t�tH ! `�b �t b�b t�tZ , t�tb�b

gg ! H ! ZZ(�)
! 4`

120 { 180
gg ! H !WW (�)

! `� `�
ZZ� ; Z
�! 4`

180 { 600 gg ! H ! ZZ ! ``�� ZZ ! `` ��

gg ! H ! ZZ ! ``�� ZZ ! `` ��

400 { 900 gg ! H !WW ! `� jj ZZ ! `` ��

gg ! H ! ZZ ! `` jj ZZ ! `` jj

> 600 gg ! H !WW ! `� jj ZZ ! `` ��
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As seen in Figure 2.13 a light standard model Higgs, with a mass between about 80 GeV

to about 150 GeV, decays predominantly via the b�b channel, which is completely swamped

by the QCD, pp ! jet + jet + X, background processes. The most reliable channel in

this mass range is the H ! 

 with a pair of photons in the �nal state, which su�ers from

two di�erent backgrounds: the large irreducible pp ! 

 + X processes and the reducible

pp! j j=j 
 processes, where jets fake photons. The former requires a very good energy and

angular resolution for photon pairs, and the latter demands an excellent 
=jet separation.

For masses of the SM Higgs boson up to 2mZ the H! ZZ
(�)
=Z

(�)
Z
(�) decays with both

of the Z bosons, either o�-shell or on-shell, decaying into muon pairs are also accessible. In

this case no mass constraint on the parent Z boson could be applied. Above the 2mZ mass

the H! ZZ ! `` �� = ```` and the H!WW ! `� jj decay channels, with ` = e=�, become

important.

The expected sensitivity to di�erent decay channels as a function of the Higgs mass, for

an integrated luminosity of 30 fb
�1 and of 100 fb

�1, is displayed in Figure 2.14. The

H! ZZ
(�) ! 4` channel, with four charged leptons in the �nal state, is the so-called gold-

plated channel because of the clean and almost background-free �nal state signal. This

channel is accessible at intermediate to high mass range and is way above 5� discovery limit

already during the initial low luminosity run period.
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Figure 2.14: Expected observability of the Standard Model Higgs boson in ATLAS, in terms

of the statistical signi�cances for various decay channels, as a function of the Higgs mass

and for an integrated luminosity of 30 fb�1 (left) and of 100 fb�1 (right). The statistical

signi�cance for the combination of all the decay channels are also superimposed on both plots.

Taken from [46].
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2.2.2.2 MSSM Higgs searches

Searches in the Higgs sector of the Minimal Supersymmetric extension of the Standard Model

(MSSM) should be possible given the large discovery potential of the ATLAS experiment for

physics beyond the standard model. Couplings of the neutral Higgs boson in the MSSM,

depending on mA and tan �, are in general di�erent from those of the SM Higgs. As a conse-

quence the production rates and the branching ratios of the MSSM Higgses are di�erent from

the SM Higgs. The production rate of the neutral CP{even Higgs bosons at certain regions of

the (tan �,mA) parameter space may be lower/higher than in the SM case. Moreover, their

branching ratios to the important bosonic �nal states may also be lower. For this reason

experimentally more demanding leptonic decay modes of, for instance, the �+�� and the b�b

�nal states must be utilized. As an example an excess of � leptons, in comparison to e=�,

in the �nal state could signal a charged Higgs, with a much higher �+�� branching ratio

than the ee or the ��, which is not the case for a charged vector boson (with equal ``, with

` = e=�=�, branching ratios). Several intensive studies have been performed to analyze the

discovery reach of ATLAS in the MSSM Higgs sector. Contour curves representing the 5-�

discovery of the MSSM Higgs bosons, drawn on the conventional (tan �; mA) plane, is shown

in Figure 2.15. The exclusion contours deduced from LEP2 results for di�erent center-of-mass

energies and luminosities are also superimposed on the same plots.

Figure 2.15: The discovery potential of the ATLAS experiment in the Higgs sector of

the MSSM, in terms of the 5� discovery contours for di�erent decay modes, in the usual

(tan �,mA) parameter space for an integrated luminosity of 30 fb�1 (left) and of 300 fb�1

(right). The LEP2 limits corresponding to 175 pb�1 and 200 pb�1 integrated luminosities per

experiment are also included. Taken from [46].

It can be seen from the discovery contours that the neutral Higgs bosons, A=H=h, are de-

tectable in a large fraction of the (tan �; mA) plane in complementary decay channels. The

tt h ! tt bb and the W=tt h ; h ! 

 decay channels cover the moderate to high mA re-

39



gion of the parameter space for small to large tan � values after an integrated luminosity of

300 fb�1. This is du to the fact that both the direct and the associated production of the

h Higgs boson, and its decay branching ratios to bb/

 �nal states, approach asymptotically

to that of the SM Higgs boson for increasing tan � and/or mA. The neutral CP-even Higgs

bosons, h=H, may be detected simultaneously in the H ! hh! bb 

 = bb bb decay modes, at

intermediate mA, � 200��350 GeV for tan � <� 3. The A! Z h! `` bb channel behaves

similarly, making it possible to detect The CP-odd neutral Higgs boson, A. Large tan � re-

gion of the parameter plane is covered by the complementary A=H ! ��= �� decay modes.

The �� channel covers a larger area due to its much higher branching ratio, � 10%. The

�� �nal state can on the other hand be extracted more e�ciently. In general, as mentioned

above, the leptonic �nal states are favourable in the LHC environment. The charged Higgs

boson, H�, is detectable over a narrow band at low mA for the entire tan � range through

the t! bH
+ ! b �� channel.
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Chapter 3

ATLAS trigger system

The ATLAS detector should operate in the hostile and high interaction rate environment of

the LHC and should manage to select e�ciently expected rare interesting physics processes

while rejecting much higher-rate background. This is already explained in the opening of

the last chapter (see also Figure 2.5 on page 26). Given the high luminosity and center-of-

mass energy at the LHC, the real challenge is when one considers the fact that decisions

should be taken every 25 ns, corresponding to 40 MHz bunch crossing rate, whether an event

is a good candidate for new physics or not. On top of these comes the huge number of

channels from diverse, complex and large sub-detectors which should be processed in this

ultra short time interval. All these considerations necessitate an extremely selective trigger

system. A typical electronic signal, as for instance from calorimeter readout cells, have a

triangular shape with a duration of about 400 ns. These signals are shaped in order to clip

the long decay and to optimize the signal-to-noise ratio. An example of such a signal and

the corresponding shaped bipolar signal is shown in Figure 3.1. As seen in this �gure the

duration of the peak of the shaped signal is about 100 ns, much shorter than the original

one. The negative undershoot, with a duration of about 300-400 ns and with a depth about

20% of the peak hight, has though some consequences on the trigger system. Calorimeter

signals from � 18 consecutive bunch crossings, each containing on average � 23 (� 2:3)

p-p interactions at high (low) luminosity, pile up and in
uence negatively the accuracy of

the energy measurements. These two e�ects, which collectively go under the notion pile-up,

tend to degrade the energy measurement capabilities of the detector system which should be

compensated by appropriate trigger strategies.

The ATLAS experiment has adopted a three level trigger system [35, 39] to accomplish the

extremely di�cult task of reducing the event rate from it's nominal 40 MHz down to � 100 Hz

suitable for storage on tapes or similar recording devices. The ATLAS trigger system is shown

in Figure 3.2.

The LVL1 trigger [43] accepts coarser granularity data from the calorimeters and the muon

chambers at 40 MHz LHC bunch crossing rate. The output rate of the LVL1 trigger is

limited to 75 kHz (upgradable to 100 kHz) implying an event reduction of roughly � 10�4

corresponding, on average, to 1 accepted bunch crossing in every 400. The level-1 trigger

must identify unambiguously the bunch crossing containing the interaction of interest and

introduce negligible dead-time. The target latency, i.e. the time taken to form and distribute

trigger decision, consisting of particle time of 
ight, detector response, signal collection in the
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Figure 3.1: An example of a drift current versus time of an ionization calorimeter, and the

corresponding bipolar shaped signal. The dots indicate the bunch crossings.

detectors, analogue signal processing, digitization, cable delay and digital processing, is� 2�s

with a 0:5�s contingency. Data from all detector-channels for each bunch crossing, during the

LVL1 decision, are stored in front-end (on-detector) pipeline memories. When LVL1 accepts

an event, the data from all the pipelines are transferred via optical links to o�-detector readout

cards containing the level-2 bu�er memories, the so called Read-Out Bu�ers (ROBs). Regions

of detectors identi�ed by LVL1 as containing interesting information, referred to as Regions

of Interest (RoIs), are sent to the next level trigger in form of pointers in � � � space.

The LVL2 trigger is essentially driven by the full granularity data from the RoIs identi�ed

by LVL1. The RoI data� are accessed from the ROBs via the de-randomizer bu�ers, which

absorb the instantaneous LVL1 rate and output data more uniformly. Full precision data

from the inner detector are also accessed by this trigger level. The event rate after this stage

of trigger should be reduced to � 1 kHz. The LVL2 trigger performs fairly complicated

processing to �nd tracks and measure their transverse momenta. Data processing by LVL2

has two phases, feature extraction and feature combination, and is performed in three steps:

1. Building physical quantities within each sub-detector (e.g. clusters and/or tracks) from

their cell and/or hit information. This reduces the amount of data.

2. Building objects by combining RoIs from all sub-detectors. Particle identi�cation, if

possible, is also performed at this stage.

3. Making global event decision by combining all objects. This should be considered as

some kind of topological trigger stage, where certain physics processes could be selected.

�Triggers for B-physics studies at low luminosity should operate in parallel with other triggers also opera-

tional at high luminosity. These studies require, in addition to muons with pT & 6GeV , low pT electron and

hadron triggers at LVL1, which will not be able to produce RoIs for. For this reason the LVL2 trigger system

in such cases should also be able to process data without the RoI guidance from LVL1.
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Figure 3.2: The ATLAS trigger system.

The �rst step could be performed in parallel in fast local processors for each RoI in each

sub-detector, with the exception of the transition region from barrel to endcap in the TRT

and precision tracker detectors. The second step in LVL2 data processing could be performed

in parallel for each RoI. The global event selection task is performed by global processors

organized in a farm of general purpose processors. The latency of LVL2 trigger is variable,

depending on the event complexity, and varies within the range � 1�10ms. The full detector
data, for each accepted event by LVL2, are transferred from the ROBs via the Event Builder

(EB) to the third and last level of trigger system to perform the �nal event selection and to

store or discard the event.

The Event Filter is the third and last level on the online event selection path of the AT-

LAS trigger system. Full event data from all sub-detectors at full granularity and precision

is accessed by the event �lter. An important task of the ATLAS Data AcQuisition (DAQ)

system is to provide data for the event selected by LVL1/LVL2 triggers to the processor

farm (or array) of the event �lter. These processors perform, at real time, highly complex

o�ine-like algorithms to select events based on physics signatures. The complete event re-

construction plus the subsequent decision will take, up to, � 1 s. The latency depends on

the event complexity. The event rate at the output of the event �lter is about 10-100 Hz. A

combination of event selection and data compression at this level will reduce the total data

rate for permanent storage.
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3.1 Level{1 Trigger, Functional overview

A functional block diagram of the ATLAS level{1 trigger system is shown in Figure 3.3. The

major components, as seen in the �gure, are the calorimeter and the muon trigger systems,

the Central Trigger Processor (CTP) and the Timing, Trigger and Control (TTC) system.

Each trigger system receives input signals/data from the corresponding sub-detector, i.e. the

calorimeters and the muon chambers, performs trigger algorithms to identify and localize

high transverse energy depositions, and provides on the output data required by the CTP

system. The overall trigger decision, based on the combination of the calorimeter and the

muon triggers, is then generated in the CTP and distributed to other ATLAS subsystems via

the TTC system. As the name implies the TTC distributes in addition several other global

information, e.g. event and bunch{crossing numbers.
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Figure 3.3: Functional overview of the ATLAS Level-1 Trigger system.

The LVL1 trigger is a synchronous and pipelined { with custom designed electronic { system

running at the full LHC beam crossing rate of 40 MHz. The di�erent algorithms of the trigger

systems are hard-wired into speci�c integrated circuits, either full customized or commercial,

programmable only at the parameter level. The level{1 trigger system is therefore a hard-ware

trigger. The trigger criteria (or parameters) will be adjusted after gathering some experience

from the initial running of the LHC.
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3.1.1 Muon trigger

The LVL1 muon trigger is based on dedicated high granularity trigger chambers with a very

fast response time, being capable of identifying uniquely the bunch crossing of interest. A

schematic view of the trigger chambers together with the implemented muon algorithms is

presented in Figure 3.4.
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Figure 3.4: The ATLAS Level-1 Muon Trigger Chambers and algorithms.

Three stations of trigger chambers, with a 2-coordinate readout (� � �), are used to per-

form muon trigger algorithms. Triggering on low-pT muons (thresholds ET � 6-10 GeV) is

performed by using the information from only two out of three stations. In the barrel region

(� < 1:05), the �rst two stations, whereas in the endcap region (1:05 < � < 2:4) the last

two stations are used for low-pT trigger algorithm. Triggering on high-pT muons (thresholds

ET �8-35 GeV) requires information from all three stations. The principle of triggering on

muons is also illustrated in Figure 3.4. A hit in the RPC1 (TGC3) station, the so-called

pivot plane, in the barrel (endcap) is (virtually) connected to the interaction point. This

de�nes a road which passes through the other stations. The width of the road, depending on

the required pT threshold, is programmable and de�nes a coincidence window on the other

trigger stations. At least one hit within the coincidence window in the second (and third)

station is required for low(high)-pT trigger.
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3.1.2 Level{1 Calorimeter Trigger

The calorimeter trigger system is composed of three major components as illustrated in the

block diagram of Figure 3.5: The front-end Pre-Processor (PPr), the Cluster Processor (CP)

and the Jet/Sum-ET Processor (JEP).
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Figure 3.5: The TLAS Level-1 Calorimeter Trigger.

Analogue signals from the electromagnetic and the hadronic calorimeter cells are summed

on-detector into separate sets of so-called Trigger Towers (TTs). The granularity of the TTs

is typically (with some exceptions in 2:5 < j�j < 3:2 region and specially in the FCAL)

(�� ���) � (0:1� 0:1), much coarser than the readout granularity of the calorimeters. An

example of this could be seen in Figure 2.9 on page 31 for the barrel ECAL. The TTs are

projective, i.e. pointing to the interaction point, and cover the region j�j < 4:9 (with full

coverage in �).
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The Pre-Processor performs all the necessary signal processing to provide the trigger mod-

ules/algorithms with the required inputs. It receives a total of � 7200 analogue signals on

twisted pairs via the line receivers and performs the following major tasks:

� digitizing the analogue inputs at the sampling rate of 40 MHz. This is done with

fast Analogue-to-Digital Converters (ADCs) with 10-bit dynamic range and 250 MeV

resolution. This gives a Least Signi�cant Bit (LSB) of 0.25 GeV and a maximum ET
measurement of 256 GeV.

� performing the Bunch crossing Identi�cation (BCID) based on the digitized signal.

Actually two tasks are performed here, the calibration of the transverse energy and the

assignment of a unique bunch crossing to the TT signal.

� converting the 10-bit digital signal to 8-bit data, and at the same time performing

any residual (transverse energy) calibration, like pedestal subtraction and threshold

application against noise at the TT level.

Several other more-or-less minor but important tasks are also performed by the PP, which

are not described here. For details of these and other related issues see [43] and [50].

The BCID process deserves some explanation here. The BCID is performed by implementing

a Finite-Impulse-Response (FIR) �lter complemented by a sliding peak-�nder to extract the

transverse energy deposit and at the same time to identify the bunch crossing of interest. The

FIR-�lter multiplies, in parallel, the contents of a �nite digital pipeline, containing digitized

samples of the analogue input signal, with separate �lter coe�cients. At each bunch-crossing

�ve consecutive ADC samplings are weighted with the corresponding FIR-�lter coe�cients

and summed up to give a measure of the energy deposit. The implemented peak �nder

algorithm compares the FIR-�lter output of BX-1 with the corresponding quantity from BX-

2 and BX (BX being the present bunch crossing). The BCID criterion is ful�lled if the

BX-1 semi{peak-integral is greater than that of the BX-2 and greater than or equal to that

of the present BX. The obtained peak-integral of the BX-1 is then calibrated in the LUT

mentioned above. Having determined the peak, the BCID logic could also easily identify the

bunch crossing of interest, by virtue of the fact that the rise time of calorimeter signals are

essentially constant (� 50ns).

The digital output of the ADC, depending on the characteristic of the input analogue signal,

could have two di�erent shapes, which has an impact on the following peak �nding algorithm.

The analogue signals from trigger towers with a large amount of transverse energy-deposit

may become saturated and get a 
at-top shape. In such cases the rising edge of the signals

are steeper than the non-saturated signals. And in addition the width of the signal peak, e.g.

the positive part of the bipolar signals, is in general much larger. The degree of saturation

determines the width of the 
at-top. The e�ect would be that the digitized signal would

have several samplings with the maximum content, i.e. 250 GeV. The peak �nder, in these

cases, could not identify a unique peak and the information would be lost. With the high

particle multiplicity at the LHC environment and with the relatively large trigger towers this

would certainly not be a rare case. For this reason an alternative scheme is also implemented

in the BCID logic to handle the saturated pulses, which uses the form of the rising edge of

the signal to obtain the bunch crossing of interest. There is actually an overlap between the

regions handled by each of these logics.
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3.1.2.1 Level{1 Calorimeter Trigger Algorithms

The requirements on the level{1 trigger algorithms are that they should be fast and easy

to implement on hardware processors, e.g. on ASICs and/or FPGAs. Some 
exibility is

though foreseen in form of programmable parameters. The calorimeter trigger algorithms

are therefore simple and inclusive. At the level{1 trigger only the individual trigger objects

are of importance and not the topology of the event. But the determination of the trigger

criteria for di�erent objects is of course based on intensive analysis on trigger rates, e�ciencies

and their coverage. For an event accepted by LVL1 trigger, all these objects would be re�ned

by higher level triggers.

The LVL1 calorimeter trigger algorithms have very few parameters, related to the charac-

teristic attributes of the corresponding objects. Trigger objects are isolated electrons and

photons, selected collectively with the electromagnetic trigger, tauons, identi�ed by single

hadron trigger, jets and global quantities:
P

ET and Emiss

T , with associated triggers. The

individual trigger algorithms are performed in speci�c (sub-)modules, described below. All

level{1 calorimeter triggers, except the global ones, are based on a sliding window algorithm

to �nd (isolated) local ET maxima in a limited �-region of the calorimeters (� is fully cov-

ered). Windows are n � n trigger elements in � � � space. A trigger element is the basic

component of the trigger algorithms with a dimension which depends on the trigger object.

These will be described in the following.

e=
 Trigger

The electromagnetic trigger algorithm, with no distinction between electrons and photons

(hence the name), is performed by the cluster processor module. The trigger elements input

to the e=
 trigger algorithm are the pre-processed trigger tower signals, referred to as the

trigger elements, in form of two separate maps for the electromagnetic and the hadronic

calorimeters. The e=
 Trigger covers the precision physics region j�j < 2:5 with an algorithm

implemented based on a sliding window of 4 � 4 trigger elements. Two such windows are

considered, in the ECAL and in the HCAL, overlapping each other completely as seen from

the interaction point. The central 2�2 trigger elements (or TTs), i.e. the core, in the ECAL

is then checked to be a local ET maximum. This is realized by requiring the ET deposit in

the core, to be higher than the ET deposit in all possible 2� 2 neighbouring clusters to the

right and to the top of the core, and at the same time to be higher than or equal to the ET
deposit in the all possible 2 � 2 neighbouring clusters to the left and to the bottom of the

core. This process is called a de-clusteringy and the core cluster, if a local ET maximum, is

known as the RoI cluster. The centare coordinate of the lower left trigger element within

the (e.m.) RoI is the RoI coordinate. The local ET maximum determination method just

explained, the so-called de-clustering, avoids in a simple way any RoI double counting. The

de-clustered RoI would now be 
agged as an electromagnetic trigger object, i.e. e=
 trigger,

if in addition the following conditions are also ful�lled:

) The ET deposit in at least one of the 2�1 or 1�2 trigger element combinations, called

the e.m. cluster, within the RoI, be higher than the electromagnetic cluster threshold.

yObviously the 9 2� 2 (� (�����) � (0:2� 0:2)) clusters within the 4� 4 (� (�����) � (0:4� 0:4))

trigger window overlap with all their neighbouring clusters.
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It must be noticed that the e.m. RoI cluster is de�ned di�erently than the e.m. cluster

(they have simply di�erent sizes).

) The total ET deposit in the electromagnetic isolation ring, i.e. the summed ET in the 12

trigger elements surrounding the e.m. RoI, be lower than the e.m. isolation threshold.

) The total ET deposit in the central 2� 2 trigger elements in the hadronic calorimeter,

right behind the e.m. RoI cluster, be less than the hadronic core veto threshold.

) The total ET deposit in the hadronic veto (or isolation) ring, right behind the e.m.

isolation ring, be less than the hadronic ring veto (or isolation) threshold.

If all these conditions are met, an e=
 trigger candidate has been found. The trigger window

is then slid, either in � or in � direction, by one trigger element (or TT). The trigger criteria

are then once again for the new window position evaluated. This procedure is repeated

till the whole calorimeter is covered (j�j < 2:5). The simultaneous trigger windows in the

ECAL and in the HCAL are always fully overlapping { as seen from the impact point { and

slide at the same time to the same direction (or position). A pictorial representation of the

trigger elements and criteria is illustrated in Figure 3.6. A total of 8 sets of trigger parameter

combinations (ET thresholds) are foreseen, which serve as a means of classi�cation of the

triggers. The multiplicity of the trigger objects passing each trigger set is counted and sent

to the CTP for further processing. The maximum number of the multiplicity count, which

could be sent to the CTP, for each ET threshold set is limited to 7 (three bits). The RoI

multiplicities sent to the LVL2 trigger do not su�er from this restriction.
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Figure 3.6: The ATLAS LVL1 electromagnetic trigger algorithm/elements.
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�=h Trigger

The (isolated) single hadron trigger, constructed to capture � 's decaying hadronically, is also

performed by the cluster processor. It is based essentially on the same basic principles as the

e=
 trigger, but with few rede�nitions of some trigger parameters (or elements). Here the RoI

cluster, also used to apply the de-clustering scheme, is the sum of the electromagnetic and

the hadronic 2� 2 core clusters. The � RoI cluster is examined to be a local ET maximum,

according to the same scheme applied in the case of the e=
 trigger, in a window of 4 � 4

e.m+had trigger elements. The trigger criteria in this case are:

) The ET deposit in at least one of the 2 � 1e.m.+2 � 2had. or 1 � 2e.m.+2 � 2had.

trigger element combinations, called the � cluster, within the RoI, be higher than the

� cluster threshold. The RoI cluster is also in this case di�erent from the � cluster.

) The total ET deposit in the electromagnetic isolation ring, i.e. the summed ET in the

12 trigger elements surrounding the e.m. 2 � 2 core, be lower than the e.m. isolation

threshold.

) The total ET deposit in the hadronic isolation ring, right behind the e.m. isolation ring,

be less than the hadronic ring isolation threshold.

Here again the trigger window is slid by one trigger element sideways, i.e. in � and/or � direc-

tions, till the region speci�ed for the trigger is completely covered. The � trigger algorithm

together with it's elements are explained in Figure 3.7. The multiplicity and the number of

threshold sets for this trigger is exactly the same as for the e=
 trigger.
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jet trigger

The jet trigger algorithm is performed in the jet/energy-sum processor module, which receives

as input a e.m+had. map with a courser cell granularity. The trigger elements in this

case are basically (�� � ��) � (0:2 � 0:2) cells summed in ECAL and HCAL. The basic

trigger element (or smallest element entering the trigger algorithm) is referred to as the

jet element ((2 � 2)ECAL+HCAL summed trigger towers) in analogy to the e=
 and the �

trigger. The region covered by the jet trigger is j�j < 3:2. Three di�erent types of trigger

algorithms, distinguished by their cluster, RoI and window sizes, are foreseen for the jet

trigger. Like the other triggers discussed so far, the jet trigger is also based on a sliding

window algorithm in all three cases. All three types of the jet trigger algorithm and the

corresponding elements are displayed in Figure 3.8. The largest trigger window considered is

local ET maximum
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Figure 3.8: The ATLAS LVL1 Jet trigger algorithms/elements.

a 4 � 4 (� (�� ���) � (0:8 � 0:8)) jet element window. The 2 � 2 core cluster is used as

the RoI and de-clustering purposes. The RoI cluster is required to be a local ET maximum

by de-clustering, according to the applied method in the e=
 (or �) trigger case. The jet

cluster though here is de�nedz to be the window itself. A trigger is accepted when after the

de-clustering the total ET deposit in the jet trigger window is above the jet cluster threshold.

The second window size considered for the jet trigger is a 2� 2 (� (�����) � (0:4� 0:4))

jet element combination. Here the RoI and the jet cluster are overlapping. The de-clustering

information could in principle be extracted from the 4 � 4 window case (it is actually the

same). The conditions for a trigger is the same as those for the 4 � 4 window size, with

the exception of the jet cluster size which is smaller, i.e. 2 � 2 jet elements. A 3 � 3

(� (�� ���) � (0:6 � 0:6)) jet element window is another possibility, which obviously �lls

the intermediate region. The size of the RoI is the same as for the other two window sizes, but

zThe RoI then in this case could essentially be considered to be the core and the 12 jet elements in the

ring surrounding the core (or RoI) the halo of the jet.
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it's location is not restricted to a given position within the trigger window. It could namely

be in any corner within the trigger window. The jet cluster ET is here the total ET deposited

in the window that should pass the jet cluster threshold for a trigger. The de-clustering

algorithm though in this case is complicated than the other cases considered so far, and is

not fully implemented yet. Therefore in the simulations studying the jet trigger performance,

for instance, this option is not fully analyzed. In this case also 8 trigger threshold sets are

considered. Multiplicity for each threshold is sent to the CTP system.

P
ET and Emiss

T triggers

The total and the missing transverse energy deposit in the calorimeters are global quantities

evaluated in the range j�j < 4:9 and are implemented in the jet/energy-sum processor. The

basic element size, in this case, is that of the jet elements, input to the JEP module. TheP
ET and the Emiss

T could be considered as a scalar and a vector sum of the ET deposits of the

calorimeter cells { actually deposits in jet elements. The Emiss

T quantity is actually calculated

in form of the transverse energy imbalance in x and y directions in the transverse plane, using

the � information. The Emiss

T trigger, specially when combined with other triggers, plays an

important role in the LHC experiments (e.g. in the SUSY searches). Four di�erent thresholds

for each of these triggers are foreseen.

3.1.3 The level{1 trigger menu

The level{1 trigger algorithms are relatively simple, they look essentially for localized high ET
clusters (apart from Emiss

T and
P

ET ) in order to be fast. For this reason the LVL1 triggers

are inclusive. The level{2 trigger system uses the RoI information from the LVL1 trigger

objects in order to optimize the overall trigger items. The Globalx LVL2 decision performs

a �nal trigger selection which is based on the �nal state properties of a given process, i.e.

based on the event topology. In order to optimize this path of decision taking, several studies

have been performed to optimized the performance of the trigger selection procedure. The

starting point has been a set of physics signatures of interest, prepared in such a way so as

to cover as much as possible of the ATLAS physics goals. A number of benchmark physics

channels have been proposed and studied in order to evaluate trigger performance and it's

selectivity. The result of such global optimizations has been a set of trigger menus for di�erent

trigger levels and physics programs. A complete discussion of these issues with much detailed

considerations on trigger menus is given in [47, 39].

Trigger criteria, in order to be able to capture the desired physics, should clearly be e�cient.

This is what concerns the physics requirements, i.e. high e�ciency for physics channels of

interest. Whereas what concerns the trigger, in the LHC experiments, is the rate. Clearly

the most e�cient trigger is one that keeps everything, which is not a�ordable in this case.

The LVL1 trigger su�ers from the huge number of QCD jets, which also fake almost all

other trigger objects, and muons, which are simply numerous in the LHC environment. A

compromise between physics e�ciency and limits on trigger rates has motivated these physics-

oriented trigger menus. A list of the level{1 trigger menus at low and high luminosities is

xThe major interest in this section is a discussion of the LVL1 trigger menu and therefore any eventual (and

still un-clari�ed) overlap between the LVL2 trigger and the Event Filter, regarding the �nal state topology, is

irrelevant.
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given in table 3.1. This must noted that this trigger menu is not �nal yet and may be modi�ed

when more trigger analysis results are available.

Table 3.1: The LVL1 low and high luminosity trigger menus and the the corresponding rate

for each item. The notation convention in this table regarding the trigger name is as follows.

The �rst one or two letters refer to the trigger object: MU = �, EM = e=
, T = �=h, J = jet,

XE = Emiss

T . This is followed by the trigger ET thresholds in GeV. The entry others leaves

room for triggers for other purposes, like calibration and monitoring. The letter I after some

of the thresholds indicates whether the trigger object, in addition to the applied threshold, is

also required to be isolated. And multiplication with a number, e.g. �2, stands for the trigger
multiplicity.

Low Luminosity High Luminosity

Trigger Rate (kHz) Trigger Rate (kHz)

MU6 23 MU20 3.9

MU6�2 1

EM20I 11 EM30I 22

MU10 + EM15I 0.4

EM15I�2 2 EM20I�2 5

J180 0.2 J290 0.2

J75�3 0.2 J130�3 0.2

J55�4 0.2 J90�4 0.2

J50 + XE50 0.4 J100 + XE100 0.5

T20 + XE30 2 T60 + XE60 1

others 5 others 5

Total 44 Total 40

The evaluated total level{1 trigger rate, in the trigger menus, of about 40 kHz is less than

the canonical 75 kHz rate budget, in order to take into account the uncertainties involved in

various simulations. The quoted trigger rates should only be considered as indicative �gures.

This safety margin leaves certainly also room for extra, and more specialized, entries. It

should also be noted that the trigger ET thresholds quoted in the trigger menus for a given

trigger applies to the o�ine thresholds at the point where LVL1 triggers are 95% e�cient.

This means that the actual trigger thresholds are set at lower values. For an example of the

method to determine and apply the thresholds see the next chapter. Another point which

may be in place to mention here is the fact that the inclusive jet trigger thresholds are quite

high. The reason for this is that the additional jet rejection capability at LVL2 is small and

therefore the LVL1 inclusive jet thresholds should be set at a rather high value in order to

reduce the input rate to LVL2 trigger. Finally the combined and multiple trigger entries in

the menus should allow the application of lower thresholds on speci�c objects.
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3.2 Level{2 Trigger, Functional overview

Functionally the LVL2 trigger system processes the input data at several stages. The �rst

functional stage in data processing at LVL2 trigger is to collect ROI data from the ROBs

for events selected by LVL1 trigger{. The data collection stage at LVL2 may, to a certain

extent, be combined with some sort of data preprocessing, e.g. zero{suppression or data

compression and/or reformatting, prior to the actual data transmission to the LVL2 processor

farm. The second stage of the LVL2 data processing is the feature extraction within each

sub{detector separately. Information obtained from di�erent sub{detectors at this stage

is combined together in the subsequent one, in the so called object building stage. The

global{decision algorithms are applied at the last stage of the LVL2 trigger systemk. In the

following a brief description is given for each of the stages mentioned above. The full and

detailed description is to be found in [39] and references therein.

3.2.1 Preprocessing

Information associated to the RoIs is extracted from the ROBs at this stage. This is a process

depending strongly on the sub{detector type. For the precision{tracking detectors, i.e. the

SCT and the pixels, adjacent strips or pixels are clustered into hits that may correspond

to a single track. At this stage space points are determined and the local coordinates of

the wafers, in the form of strip/pixel numbers, are converted to �=�=r global ones. In the

transition radiation tracker, TRT, all wires are scanned for hit information. Here the amount

of data transmitted from the ROBs is reduced by compacting and reformatting the ROB data

associated to a given RoI. In the case of the calorimetry the data is formatted in a manner

so that to keep the trigger towers belonging to a given ROB or RoI together. In general the

preprocessing in the calorimetry is nothing but collecting the �ne{granular cell information

belonging to an RoI.

Preprocessing is a very time consuming process and no optimization on the algorithms as such

has yet been studied in detail in order to minimize the amount of computing time consumed

at this stage.

3.2.2 Feature extraction

Feature extraction algorithms for the LVL2 trigger analyze LVL1 RoI data at the level of

individual sub{detector system. This stage of data processing is the main part of the LVL2

trigger system. The overall LVL2 trigger performance in terms of e�ciency and background

rejection is determined by the power of the algorithms at this step. Being the most important

stage, the corresponding algorithms are more complex than both the preceding and the

following stages. The algorithms will brie
y be explained in the following. However, they

are not �nal and should be considered as prototypes. A major criterion for the algorithms is

that they should be fast and therefore relatively simple to implement in the LVL2 trigger.

{This the general case. Data processing without the guidance of LVL1 RoIs will not discussed here.
kSpecial trigger algorithms are required for B{physics studies. These are described for instance in [39] and

are not discussed here.
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3.2.2.1 Level{2 muon trigger

The LVL2 muon trigger identi�es muon tracks by using the information from the muon

spectrometer and calculates the transverse momentum of the muon accurately and at the

same time performs extrapolation to the inner tracker and calorimeter. The algorithms

are initiated by using the hit information from the fast LVL1 muon trigger, i.e. the RPCs

or the TGCs, with very low occupancy. Within the RoIs, provided by LVL1, a pattern

recognition of muon tracks in muon chambers, i.e. in MDT chambers, is performed using

position information. This is followed by a �t of tracks using drift{time. The last step is a

transverse{momentum �t.

3.2.2.2 Level{2 calorimeter trigger

The LVL2 trigger re�nes the LVL1 global and RoI information using full{granularity, full{

precision calorimeter information. The RoI information is in form of (�,�) position and ET
range of the trigger object. The position resolution is ����� � 0:2�0:2 for jet triggers and

�� � �� � 0:1 � 0:1 for others. The global information, calculated at LVL1 and provided

for LVL2 trigger, is in form of the vectorial and the total scalar ET sum quantities.

The RoI{associated data from the ROBs are collected by LVL2 in ����� regions of a size

depending on the LVL1 position resolution of the trigger object and on the LVL2 trigger

algorithm to be applied. First step is to verify the LVL1 decision by recalculating the cluster

and/or isolation ET parameters for a given trigger object, and improving the cluster position

information. All other LVL2 trigger algorithms are performed in windows centered at this

position. Because of the steeply falling ET spectrum of the background, the re�ned ET
calculation, together with improved luminosity dependent calibrations, makes it possible to

optimize various trigger thresholds and to perform tighter ET cuts at LVL2. This will also

make it possible to have a better control on the LVL2 output rate.

The LVL2 photon and electron trigger objects are preselected (and formed) by �rst applying

the so called e=
 (or electromagnetic) cluster trigger, which is a calorimeter{only trigger.

The LVL2 e=
 cluster trigger, after ET and position improvements within the LVL1 RoIs,

builds shower shape variables to discriminate electromagnetic clusters from jets. This is done

by studying:

� the leakage of the electromagnetic showers into the hadronic calorimeter,

� the lateral shower shape in the second calorimeter sampling,

� the energy deposition in the ECAL (�ne{granular) �rst sampling.

Based on these quantities the LVL2 e=
 trigger veri�es whether the LVL1 RoI clusters are

compatible with e=
 clusters (e.g. rejecting �0's or hadronic showers with high e.m. frac-

tions). In this way a rejection with respect to that of LVL1 is achieved before the application

of the LVL2 photon and electron triggers. The �nal particle identi�cation is performed later

by combining the tracking information from the inner tracker information explained later.

The LVL2 calorimeter � algorithm is based on the selection of isolated narrow jets associated

with few tracks in the tracking system. The shower shape and isolation quantities within
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windows are calculated in each calorimeter type separately. The �rst step in the LVL2

calorimeter algorithm is to re�ne and verify the LVL1 decision. The same algorithm as in

the LVL1 case is applied here, except that the more accurate and re�ned cell information

is used at LVL2. The second step is the � identi�cation. Both these steps are performed

on quantities calculated using re�ned calorimeter deposits. The calorimeter quantities are

calibrated using the jet calibration, as opposed to the e=
 trigger case above, where the

electromagnetic calibration is used. Finally the calorimeter cluster information is combined

with the inner tracker information to identify � candidates.

The LVL2 also treats jets in order to reduce the rate of events containing jets. This is done by

improvements in ET and position calculations of jet measurements, which in turn is achieved

by re�ned energy calibration, re�ned jet de�nition and threshold adjustments. An important

point here is that in contrast to the e=
 clusters for instance, where jets could be considered

as background, jets can not be classi�ed as such.

A reduction of data transfer from the ROBs to the LVL2 system is minimized by building

(projecting calorimeter cells into) trigger towers (�� � �� � 0:1 � 0:1). The LVL2 jet al-

gorithm starts with the application of an ET cut on calorimeter cells in order to eliminate

electronic noise contribution. Only cells passing this cut are included in the tower summa-

tion. Further, because of the non{compensating ATLAS calorimetry, the response to jets

is optimized by applying a weighting procedure during the cell projection into towers. This

weighting procedure is referred to as jet calibration, also mentioned above. The LVL2 jet

reconstruction algorithm is a cone algorithm with radius �R =
p
��2 +��2 � 0:4 applied

on LVL2 trigger towers within a �� ��� � 1:0 � 1:0 window around each LVL1 RoI.

3.2.2.3 Level{2 tracking trigger

The information from the inner detector regarding the presence of a high-pT track is an

important component in the reduction of the LVL1 e.m. cluster trigger rate from di-jet

events. Simple and fast algorithms search for track segments separately in the precision

tracker and in the TRT. The low-pT tracks required by B-physics necessitates full scan of

the TRT. The identi�ed LVL2 RoIs are then extended back to the precision tracker. The

combined information of the SCT and the pixel detectors (the precision tracker) is fed into a

common feature extractor. In addition, a stand alone pixel trigger is also implemented that

will make possible an impact-parameter measurement with good resolution, which provides

a b-tag (b-jet trigger).

3.2.3 Building and identi�cation of trigger objects

The identi�cation of trigger objects at LVL2 is performed by �rst combining the feature

information from di�erent sub{detectors to form objects. The work to develop algorithms in

this area for the LVL2 trigger and also in the o�ine reconstruction software are in progress.

Therefore the algorithms are not �nal and not completely optimized. For details of the

algorithms and the selection cuts, together with the performance issues see [?].

The muon trigger rate could be reduced, with respect to that of the LVL1 and the subse-

quent LVL2 feature extraction (described above), further by using information from the inner
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tracker. Calorimeter information is used to determine whether the muon is isolated or not.

A core size with a radius of �R � 0:07(0:1) in (�; �) in the ECAL (HCAL), with an isolation

halo extending to �R � 0:3 is considered at the moment to discriminate between the isolated

muons and the muons within jets (except high{pT muons coming from b{decays which are

isolated).

The photon identi�cation is based on the quantities used for LVL2 e=
 trigger. In order

to reject jets, two further quantities are also calculated. These are the shower shape in �

direction in the ECAL in the second and in the �rst samplings, which is broader for jets than

for photons. The electron identi�cation requires a track inside the inner detector associated

with the reconstructed calorimeter cluster. This reduces the trigger rate due to jets faking

electromagnetic trigger. The � trigger rate is reduced by likewise using the information from

the inner tracker.

For completeness it must be noted that the global LVL1 quantities, i.e. the x�y components
of the Emiss

T and the total scalar ET are recalculated at LVL2. These quantities will essentially

be used in combination with other triggers.

3.2.4 The level{2 trigger menu

As in the case of the LVL1 trigger, a set of trigger items, optimized for speci�c benchmark

physics channels, are determined and put together in form of trigger menu. The current LVL2

trigger menus for low and high luminosity runs are compiled in Table 3.2. As could be seen

from this table, the trigger items are quite similar to those given in the LVL1 trigger menu.

Due to the more accurate energy measurement at LVL2, the indicated thresholds are (in most

of the cases) the actual trigger thresholds applied. For the low luminosity case a B-physics

trigger menu is also implemented, which goes under the \B-physics" entry in Table 3.2 and

specializes in the low momentum muon trigger combined with other relevant signatures, e.g.

reconstructed di-electron mass or B-meson mass, for CP violation studies in B-sector.

It must be noted that in addition to the trigger items tabulated in form of trigger menus

for LVL1/LVL2 trigger combinations, specialized triggers to cover speci�c physics topics, e.g.

QCD studies, are likewise under investigation. Perhaps one of the most important and crucial

trigger item belonging to this latter category is the implementation of a b-jet tag trigger using

the impact-parameter measurement in the precision tracker. This special trigger will prove

useful in reducing the LVL1 jet trigger rate for multi b-jet �nal state signals.
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Table 3.2: The LVL2 low and high luminosity trigger menus and the the corresponding rate

for each item. The notation convention in this table regarding the trigger name is similar

to that of the LVL1 case, except that the greek letters are used to indicate the objects, and

small roman letters to specify signal characteristics, like isolation (an appended \i" after the

threshold). The entry others leaves room for triggers for other purposes, like calibration and

monitoring. The B-physics trigger item covers the very low pT muon trigger for CP violation

studies and is not discussed further here.

Low Luminosity High Luminosity

Trigger Rate (Hz) Trigger Rate (Hz)

�20 200 �20i 200

�6�2 + mB 10

�10�2 80

e20i 100 e30i 600

e15i�2 �few Hz e20i�2 20


40i 100 
60i 400


20i�2 5 
20i�2 200

j180 100 j290 120

j75�3 80 j130�3 80

j55�4 40 j90�4 80

j50 + xE50 250 j100 + xE100 �few 100

�20 + xE30 400 �60 + xE60 �few 100

�6i + e15i 15 �10i + e15i 20

B-Physics 1130

others 100 others 100

Total 2400 Total 2000
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Chapter 4

The level{1 calorimeter trigger

rates from fast simulation

A �rst attempt to estimate the LVL1 trigger rates has been performed by using a fast sim-

ulation� containing a simpli�ed parameterization of the detector response and a complete

implementation of the LVL1 calorimeter trigger chain as explained in [54]. The trigger rates

presented in this chapter have either a global character, e.g. Emiss

T , or are objects built of

several trigger towers, e.g. jets, which therefore, to �rst approximation, are basically not

a�ected by the �ne details of the detector performance issues. Trigger objects implemented

to capture electromagnetic particles, i.e. the e=
 trigger, and the hadronic decay of the �

lepton, i.e. the �=hadron trigger, which rely heavily on the internal structure of the shower

developments, e.g. the isolation criterion, can not be studied reliably in this way and will

need the extentions/modi�cations explained in chapter 5.

4.1 Introduction

Missing transverse energy will be one of the distinct signatures at LHC to select interest-

ing physics processes. Many extensions of the Standard Model include weakly interacting

particles which, if produced, at LHC, will escape detection. Their presence will however

be signaled by an imbalance of transverse momentum. Among the basic building blocks of

the level{1 calorimeter trigger is the summation of the total transverse energy deposited in

the calorimeters. Together with the scalar sum
P

ET also the components Ex and Ey in

the plane transverse to the beam axis are computed in the jet/energy-sum processor of the

level{1 trigger system. Although the Emiss

T trigger itself is not included in the basic level{1

triggers [47], it's combination with the single jet and tau triggers is important to allow for

triggering on interesting events with low jet or tau thresholds.

Due to the large cross section, QCD 2{jet events dominate the Emiss

T trigger rate at low

values of missing transverse momentum [53, 54]. Their contribution depends strongly on the

achievable Emiss

T resolution. This resolution is mainly determined by the detector acceptance,

the calorimeter response and resolution and the hardware realization of the Emiss

T trigger.

�For a detailed description of these issues and extensions/modi�cations to these see chapter 5 and 6.
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These e�ects have been studied using the same simulation chain as the one used to obtain the

results presented in this chapter and can be found in [51]. In the following some trigger rates

obtained at low and at high luminosities are presented and some conclusions are extracted,

which are discussed in the last section.

4.2 Level{1 Trigger Rates at Low Luminosity

4.2.1 Contributions to the Emiss
T

Spectrum from QCD Jet Events

The calculation of the inclusive Emiss

T spectrum is a�ected by large uncertainties, since in

addition to the contributions from physics channels, also contributions from instrumental

e�ects are important which can not be calculated reliably at present. Among such e�ects are

machine induced backgrounds, beam gas interactions as well as contributions resulting from

extreme tails in the detector performance.

In the present note an attempt is made to calculate the contribution of QCD jet and minimum

bias events to the Emiss

T spectrum. These events will add a signi�cant contribution to the

Emiss

T trigger rate given their high production cross section together with resolution e�ects

of the missing transverse energy measurement in the trigger.

In order to simulate the total inelastic proton-proton cross section of 70 mb, the following

procedure has been applied: in the QCD jet simulation using the PYTHIA Monte Carlo

program [56, 57] the PT cuto� value, which has to be introduced in order to cuto� the

divergent tree-level cross sections, has been chosen such that the total QCD jet cross-section

corresponds to 70 mb. This cross section value is obtained for a cuto� value of 4.3 GeV.

Applying this procedure assumes that typical minimum bias events can be described by low

PT tree level QCD jet production. Since in any case the contributions of low PT jet or

minimum bias events to the Emiss

T spectrum are small for large values of missing transverse

momentum, the uncertainty introduced by using this method is considered to be small. For

the low luminosity simulation the Emiss

T spectrum as well as the trigger rates have been

calculated without pile-up as well as with the superposition of 2.3 minimum bias events on

average.

The reconstructed Emiss

T spectra at the trigger level for the simulated events are shown in

Figure 4.1. Due to the degraded Emiss

T resolution the spectrum is found to be slightly harder

if on average 2.3 minimum bias events are added.

These spectra can be directly turned into level-1 Emiss

T trigger rates. They are shown in

Figure 4.2 as a function of the Emiss

T threshold.

In Figure 4.3 the PT spectrum of the generated leading parton is plotted for the case where

2.3 minimum bias events have been added. On the same �gure the accepted cross sections of

events passing Emiss

T thresholds of 40 and 60 GeV are shown. As can be seen, no events with

low PT partons contribute to the accepted trigger rates for high Emiss

T at low luminosity.
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Figure 4.1: Contribution of QCD two jet events to the Emiss

T
spectrum with and without the

superposition of low luminosity pile-up.
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Figure 4.2: Inclusive Emiss

T
trigger rates from QCD jet events as a function of the Emiss

T

threshold used in the level{1 trigger.
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Figure 4.3: The PT spectrum of the leading parton of the generated QCD jet events. The

fraction of events accepted passing various Emiss

T
thresholds is indicated by the dashed curves.
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4.2.2 Combined Trigger Rates: Jet + Emiss
T

A combination of the Emiss

T trigger in association with the single jet trigger is among the basic

level{1 triggers of ATLAS. Before the combined trigger rates are evaluated, it is important to

establish the relation between the jet energy scale and the level{1 jet trigger scale. Di�erences

between these scales might arise from the di�erent geometrical size of the jet windows, since a

cone with a radius of 0.4 or 0.7 is used in the reconstruction while a �xed window of �� ���

= 0.8 � 0.8 is used in the trigger. In the following a comparison is made between the jets

reconstructed o�ine by using the ATLFAST algorithm [67] and the so called level{1 jets.

In Figure 4.4 the trigger acceptance is shown as a function of the reconstructed o�ine jet

transverse momentum. Only jets with a PT above 15 GeV are used. The acceptance has

been determined for various trigger thresholds with values at 10, 20, 30, 40 and 50 GeV. In

addition, Figure 4.5 shows the ratio between the energies reconstructed at the trigger level

to the ones reconstructed o�ine using the full calorimeter information. Part a) shows the

correlation between the ratio of trigger energy to jet energy as a function of the jet PT. In part

b)-f) this ratio is shown for various bins of the jet PT. As can been seen, the distributions are

broad at low PT values, which indicates that low thresholds have to be used to trigger with

high e�ciency on low PT jets. This on the other hand will lead to a signi�cant increase in

trigger rate resulting from 
uctuations in the underlying event structure. From these curves,

the trigger cluster thresholds have been determined such that the reconstructed jets of a given

ET will be accepted with an e�ciency of 95%.

Using these thresholds the trigger rates have been determined. The results are shown in

Figure 4.6 for the case where 2.3 minimum bias events have been superimposed on average.

The rates are given as a function of the Emiss

T threshold for di�erent jet thresholds. Trigger

rates for speci�c combinations of jet and Emiss

T thresholds are also given in Table 4.1 for

the case where no pile-up events are superimposed and in Table 4.2 for the case where on

average 2.3 minimum bias events are added. As mentioned above, these rates have been

determined for a threshold setting on the trigger clusters which correspond to an e�ciency

of 95 % with respect to the o�ine jets. As can be seen, for low Emiss

T thresholds there is a

signi�cant increase in trigger rate due to the pile-up addition. This increase is moderate for

Emiss

T thresholds beyond � 50 GeV. If instead of the trigger clusters the thresholds of the

reconstructed jets are used directly, i.e. with an ideal threshold curve, the rates as given in

Table 4.3 are obtained. They can be considered as lower limits for the combined jet+Emiss

T

trigger rates at level{2. The deviations from the true level{2 rates will be smaller the closer

the level{2 scale is to the o�ine jet scale.
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Table 4.1: Level{1 trigger rates (in kHz) for various combinations of Emiss

T and jet ET thresh-

olds, without the superposition of minimum bias pile-up.

Emiss

T (GeV) 20 30 40 50 60 80 100

E
0
T
(jet) > 0 GeV 129.3 20.5 4.89 1.38 0.45 0.052 0.003

E
0
T
(jet) > 20 GeV 67.9 13.6 3.80 1.17 0.40 0.049 0.003

E
0
T
(jet) > 30 GeV 37.0 7.7 2.34 0.80 0.30 0.032 0.002

E
0
T
(jet) > 40 GeV 23.1 4.9 1.40 0.49 0.18 0.029 0.002

E
0
T
(jet) > 50 GeV 15.4 3.5 0.97 0.35 0.13 0.023 0.002

E
0
T
(jet) > 60 GeV 9.7 2.7 0.77 0.26 0.10 0.018 0.002

E
0
T
(jet) > 80 GeV 4.3 1.7 0.53 0.17 0.06 0.014 0.001

Table 4.2: Level{1 trigger rates (in kHz) for various combinations of Emiss

T and jet ET thresh-

olds, including 2.3 minimum bias events (low luminosity).

Emiss

T (GeV) 20 30 40 50 60 80 100

E
0
T
(jet) > 0 GeV 1003.5 138.9 24.89 5.24 1.17 0.056 0.010

E
0
T
(jet) > 20 GeV 764.5 124.3 23.72 4.98 1.08 0.054 0.009

E
0
T
(jet) > 30 GeV 338.0 74.2 14.71 4.50 0.99 0.050 0.009

E
0
T
(jet) > 40 GeV 131.2 25.9 5.19 1.95 0.19 0.033 0.003

E
0
T
(jet) > 50 GeV 65.1 14.6 1.41 0.45 0.15 0.027 0.002

E
0
T
(jet) > 60 GeV 32.0 6.9 1.03 0.34 0.11 0.021 0.002

E
0
T
(jet) > 80 GeV 5.7 2.0 0.64 0.19 0.07 0.008 0.001

Table 4.3: Level{1 trigger rates (in kHz) for various combinations of Emiss

T and jet ET values,

assuming an ideal threshold behaviour. On average 2.3 minimum bias events have been

superimposed. These rates can be considered as a crude estimate (lower limit) of the level{2

rates.

Emiss

T (GeV) 20 30 40 50 60 80 100

E
0
T
(jet) > 0 GeV 1003.5 138.9 24.89 5.24 1.17 0.056 0.010

E
0
T
(jet) > 20 GeV 41.4 9.8 2.73 0.81 0.26 0.048 0.009

E
0
T
(jet) > 30 GeV 21.1 5.6 1.66 0.55 0.17 0.037 0.003

E
0
T
(jet) > 40 GeV 12.2 3.8 1.13 0.37 0.13 0.030 0.002

E
0
T
(jet) > 50 GeV 6.9 2.5 0.78 0.26 0.095 0.019 0.001

E
0
T
(jet) > 60 GeV 4.3 1.8 0.63 0.20 0.068 0.009 0.001

E
0
T
(jet) > 80 GeV 1.7 0.8 0.35 0.13 0.048 0.006 0.001
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Figure 4.4: Examples of trigger e�ciency curves for trigger cluster thresholds in the range

10 { 60 GeV in 10 GeV steps. The reference scale is the reconstructed jet energy of ATLFAST

using a cone algorithm with a radius of 0.7.
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Figure 4.5: Ratios between the energy in the trigger cluster and the reconstructed ATLFAST

jet energy using a cone algorithm with a cone radius of 0.7. Plot a) shows the ratio as a

function of the jet ET , plots b) { f) show the ratio for various bins of the jet ET .
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Figure 4.6: Level{1 trigger rates at low luminosity using the combined jet and Emiss

T
signa-

tures. The rates are given as a function of the Emiss

T
threshold for di�erent jet thresholds.

On average 2.3 minimum bias events have been added to the hard collision.
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4.3 Level{1 Trigger Rates at High Luminosity

4.3.1 Combined Trigger Rates: Jet + Emiss
T

The analysis described above has been repeated for a high luminosity scenario at LHC. In

this case 23 minimum bias events have been added on average on the hard scattering process.

The calorimeter shaping functions, the complete pulse history and the BCID algorithm are

applied as described in Section 2.

The results obtained for the Emiss

T spectrum and for the accepted events at the parton level are

given in Figure 4.7 and Figure 4.8. Clearly visible is the degradation in the Emiss

T resolution,

which is re
ected by the much broader spectrum. At high luminosity also events with small

parton ET values pass the Emiss

T cuts of 40 and 60 GeV.
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Figure 4.7: Contribution of QCD two jet events to the Emiss

T
spectrum, high luminosity.

The inclusive Emiss

T trigger rate and the combined rates including jet requirements are given

Figures 4.9 and 4.10. In order to obtain trigger rates in the kHz range, Emiss

T threshold

around 100 GeV have to be set.

As in the case of low luminosities the trigger rates for speci�c combinations of jet and Emiss

T

thresholds are given in Table 4.4. These rates have been determined for a threshold setting

on the trigger clusters which correspond to an e�ciency of 95 % with respect to the o�ine

jets. If instead of the trigger clusters the thresholds of the reconstructed jets are used directly,

i.e. with an ideal threshold curve, the rates as given in Table 4.5 are obtained. They can be

considered as lower limits for the combined jet+Emiss

T trigger rates at level{2. The deviations

from the true level{2 rates will be smaller the closer the level{2 scale is to the o�ine jet scale.
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Table 4.4: Level-1 trigger rates (in kHz) for various combinations of Emiss

T and jet ET thresh-

olds, including 23 minimum bias events (high luminosity).

Emiss

T (GeV) 60. 80. 100. 120.

E
0
T
(jet) > 60. GeV 484 93 7 0.6

E
0
T
(jet) > 80. GeV 298 59 0.1 < 0.1

E
0
T
(jet) > 100. GeV 112 58 < 0.1 < 0.1

E
0
T
(jet) > 120. GeV 110 58 < 0.1 < 0.1

E
0
T
(jet) > 150. GeV 41 0.2 < 0.1 < 0.1

Table 4.5: Level-1 trigger rates (in kHz) for various combinations of Emiss

T and jet ET values,

assuming an ideal threshold behaviour. These rates can be considered as a crude estimate

(lower limit) of the level-2 rates.

Emiss

T (GeV) 60. 80. 100. 120.

E
0
T
(jet) > 60. GeV 2 0.4 < 0.1 < 0.1

E
0
T
(jet) > 80. GeV 1.1 0.2 < 0.1 < 0.1

E
0
T
(jet) > 100. GeV 0.6 0.1 < 0.1 < 0.1

E
0
T
(jet) > 120. GeV 0.4 0.1 < 0.1 < 0.1

E
0
T
(jet) > 150. GeV 0.1 < 0.1 < 0.1 < 0.1
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4.4 Conclusions

In this section the level{1 rates for triggers using the Emiss

T signature have been estimated.

Together with the inclusive Emiss

T rate the rates for various combinations of the Emiss

T trigger

with other triggers like the jet and the tau trigger have been estimated for both low and

high luminosity run scenarios. The trigger rates are found to be dominated by QCD two jet

production. The superposition of minimum bias pile-up events leads to a degradation of the

Emiss

T resolution and therefore to an increased trigger rate at a �xed threshold.

At low luminosity, trigger rates in the kHz range could be achieved for an Emiss

T threshold of

�60 GeV. This threshold can be lowered if in association to the Emiss

T -signature at least one

jet is required above a certain ET. For example, the combinations of 60/0, 40/60 or 30/100

GeV for the Emiss

T /ET(jet) thresholds lead to trigger rates in the kHz range.

At high luminosity, this rate can only be kept if the Emiss

T threshold is raised signi�cantly.

Without any jet requirements a threshold in the order of 120 GeV has to be set. Also in this

case, the threshold can be lowered if in addition a jet with ET > 100 GeV is required.

73



Chapter 5

Simulation framework

Monte Carlo simulations in experimental particle physics are general composed of three lay-

ers. The innermost layer, the kernel (or the core), is the simulation of physics processes. The

next layer contains detailed simulation of the detector and it's e�ects. The outermost layer is

the simulation of a trigger system along with the corresponding algorithms. In ATLAS simu-

lations, the inner most layer, the kernel, is almost exclusively performed by the PYTHIA [57]

package. Nevertheless there exist several good event simulation packages which are and have

been used for speci�c processes. Experimental observations and theoretical/phenomenological

improvements are constantly used to update these packages in order to supply physicists with

tools rich in physics. Computations in this layer, thanks to the rapid technological progress

in the computing branch, is not a time consuming process. The output of this layer is a set

of 4{momentum information of stable (or upon request also unstable) �nal state particles.

This is the input to the next layer.

The second layer, namely the detector modeling level, is the bottle neck of the overall simu-

lation process. A detailed parameterization of the various sub{detector materials, the active

and absorbing parts together with the dead material present in the support constructions of

the detector, and the simulation of the response of di�erent sub{detectors to di�erent parti-

cle types are among the tasks of the second layer. Simulations in this layer contain, among

others, the shower development in the detector system based on various material composi-

tions of the sub{detectors. These simulations are often referred to as the full simulations. In

ATLAS, the full simulations are performed by the package combination DICE+GEANT. The

GEANT package [62] is a detector material and geometry description tool. It is a general de-

tector description package which could be used to de�ne a user speci�c detector system. The

DICE package [63] is the ATLAS interface to GEANT. The combination of these two pack-

ages goes under the nick name GEANT. Test beam results are iteratively used to �ne{tune

the performance of this package. This part of the simulation consumes a lot of computing

time. Therefore, one is usually restricted to partial events with low statistics, or to a limited

number of single particle samples.

The last layer in the simulations is the trigger performance. It receives as input the output

from the foregoing layer, in the form of hit information or energy deposition in detector cells.

The o�cial ATLAS trigger simulation utility is the ATRIG� package. Di�erent levels of the
�Another closely related tool is the ATRECON [64] package, which reconstructs di�erent ATLAS relevant

quantities. This package is used internally by ATRIG [65].
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ATLAS trigger system are simulated in this layer. A full simulation based on these three

layers is very expensive, regarding time consumption issues, and produces large amount of

data. Certainly the former is the most important of both.

It would be therefore desirable to have a simulation of the central layer, the detector per-

formance layer, which contains the major impact of the relevant sub{detector and is fast

enough to allow production of large samples for high statistics studies. The ATLAS Level{1

Calorimeter Trigger Fast Simulation (L1CT) packagey is such a simulation tool developed

to perform both o�ine analyzes and trigger speci�c studies. The L1CT simulation tool is

not only able to perform a relatively fast study of the LVL1 calorimeter trigger e�ects and

its impact on physics processes, but is also able to carry out realistic o�{line physics anal-

ysis on account of its realistic parameterized calorimetry features. The overall structure (or


owchart) of the simulation code is depicted in Figure 5.1. The simulation starts by gener-

ating an event using the PYHTIA5.7 [56] physics generator. The output is fed into several

routines, which simulate the calorimeters and trigger chain. The e�ect of the solenoidal mag-

netic �eld on the charged particles is then simulated in an approximate manner. Calorimeter

simulations contain: parameterized calorimeter response (including the e�ects of the inner

detector material and the Barrel/EndCap transition region) and resolution e�ects, electro-

magnetic/hadronic shower pro�le parameterization as well as the addition of pile-up. Reso-

lution, response and shower pro�le parameterizations are performed on data obtained from

fully simulated DICE/GEANT3 single particle samples. Hence, the inner detector e�ects

are implicitly contained in the response and resolution parameterizations of the calorimeters.

Results from this stage are compiled in the form of trigger tower maps in the electromagnetic

and in the hadronic calorimeters, which are then fed into the next level of simulation, i.e.

the trigger. A complete simulation of the LVL1 calorimeter trigger chain is incorporated into

the existing code: � signal shaping, � tower building, � electronic noise, � signal digitizing,
� BCID as implemented in the hardware, � LUT and � implementation of the trigger algo-

rithms (e=
, �=hadron, jet, Emiss

T and
P

ET ). In addition pile-up is modeled in a realistic

fashion. Several results obtained with an earlier version of this package (with no shower

parameterization) have already been published as ATLAS notes [47, 54, 55, 55]. An analysis

on the e�ect of the di�erent trigger steps on the resolution of the Emiss

T distribution could

also be found in [51]. Further, some results obtained with (the old version of) this package

is presented in di�erent ATLAS trigger and physics TDRs. An exhaustive description of the

simulation code is unfortunately not possible here, and the above mentioned notes and/or

documents should be consulted.

yAccessible from: http://www.kip.uni-heidelberg.de/�mahboubi/l1ct.html
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Introduction

The e�ects of the calorimetry, such as energy response and resolution, shower development

within a given calorimeter type and energy sharing between the hadronic and the electro-

magnetic calorimeters, are parameterized based on the data extracted from fully simulated

DICE/GEANT3 single particle samples. The electromagnetic and hadronic particles, in

these full simulations, are represented by photons (
) and charged pions (�+) respectively.

In some occasions electrons have also been used to extract the e�ect of the calorimetry. A

shower shape parameterization is performed on a cell map with the granularity of the level{1

calorimeter Trigger Towers (TTs), i.e. (�� � ��) � (0:1 � 0:1) in ECAL and HCAL, with

no segmentation in the longitudinal direction in any of the calorimeters. Energy deposits

in di�erent cells are reconstructed using modi�ed ATRECON [64] and/or ATRIG [65]

packages.

Two features of the L1CT code are of special importance which have a non-negligible e�ect

on physics analyzes. These e�ects are essentially absent in other physics studies performed by

fast simulations so far. And even if included they are in a very crude and probably optimistic

and naive manner. These are the e�ects of the pile-up and the calorimetry, e.g. calorimeter

response to di�erent types of particles, longitudinal and lateral shower developments and

the transition region. Pile-up simulations, even in the full simulations, is quite limited,

i.e. only a few number of fully simulated pile-up events are available. Pile-up simulation

and it's incorporation into the code does deserve some explanation. It takes into account,

depending on the luminosity, the average number of minimum bias (or low pT ) events, at

each bunch crossing plus the time history of the shaped signals. This means that a trigger

tower signal at a given time slice (or bunch crossing) has contributions not only from the

average number of minimum bias events but also from all the �23 bunch crossings earlier

in time. These simulations are quite time consuming (specially at high luminosity) and are

therefore simulated once and for all, for both luminosities, and are dumped into separate �les

for future usage. The implemented BCID algorithm needs data from at least 7 consecutive

bunch crossings. Therefore, per event, 7 time slices about the peak are written to pile-up

�les. During the actual physics simulation, a pile-up, either low or high luminosity, is read

from the appropriate pile-up �le and added to the signal.

After this general explanation of the simulation tools, a more speci�c topic, namely the

parameterization of the calorimetry e�ects is presented here. It must be noted that only the

general idea is outlined, and no numerical results and no �ne{details of the parameterizations

are given. The layout of this chapter is as follows. Data sets used in the parameterizations are

explained in section 5.1. parameterization of the energy response and resolution and studies

on energy calibration are presented in section 5.2. The e�ect of the transition region on the

energy response is discussed in section 5.3. The method applied to parameterize and simulate

shower pro�les in the longitudinal, i.e. the energy sharing between the ECAL and the HCAL,

and in the lateral directions, i.e. within each calorimeter type separately, is explained in detail

in section 5.4. And �nally some conclusions and �nal remarks are discussed in section 5.5.
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5.1 Data samples

Di�erent data sets have been used to extract parameters to describe the behaviour of the

calorimeters for di�erent particles, electromagnetic and hadronic, at various energies, ranging

from low to moderate and/or high, at selected � and/or � ranges. Data samples together

with the information extracted from each set is compiled in Table 5.1. In all these samples

the inner detector, the magnetic �eld and all the calorimeters are switched on. (The muon

chambers are also switched on although they are of no importance in the studies presented

here.) Electronic and pile-up noise are switched o�. Also no calibration and/or threshold is

applied on cell deposits.

Table 5.1: Fully simulated DICE/GEANT3 data samples.

Particle Energy (GeV) � Extracted

0.2, 0.3, 0.4, 0.5



1.0, 2.0, 5.0, 10.
0.2, 2.0 Resolution/Response

0.2, 0.3, 0.4, 0.5, 1.0, Resolution/Response
�
+

2.0, 5.0, 10., 20., 50.
0.2, 2.0

ECAL/HCAL Energy Sharing

0.2 { 0.3 Longitudinal (ECAL/HCAL)

 10., 20., 50., 100.

1.9 { 2.0 Lateral Energy Sharing

0.2 { 0.3
�
+ 10., 20., 50., 100.

1.9 { 2.0
Lateral Energy Sharing


 15., 30., 90. 0.0 { 2.6 Response/calibration

e
� 15., 30., 90. 0.0 { 2.6 Response/calibration

�
+ 15., 30., 90. 0.0 { 3.2 Response/calibration
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5.2 Energy resolution and response

Two di�erent types of scans have been performed in order to study and parameterize the

energy resolution and response of di�erent particle types, i.e. electromagnetic and hadronic,

in di�erent calorimeter regions, e.g. transition region. The generated scans are:

� Energy scans at discrete energies ranging from 0.2GeV to 50GeV for pions,

and from 0.2GeV to 10GeV for photons. Each energy is generated at two �xed

�'s, i.e. �=0.2 and �=2.0, representing each calorimetry region, i.e. barrel and

endcap respectively. (First two rows in Table 5.1)

� Pseudo-rapidity scans at 15GeV, 30GeV and 90Gev with electrons, photons

and pions. The � scans cover a range from 0. to 2.6 for e=
 and from 0. to

3.2 for �+ samples. (Last three rows in Table 5.1)

5.2.1 Electromagnetic particles

Electromagnetic particles, as mentioned above, are represented by photon samples. The

energy deposit of photons are reconstructed by performing a (weighted) sum of the deposits

in the Pre-Sampler (PS), ECAL and HCAL calorimeters according to the formula:

EReco: = EPS +EECAL +EHCAL ;

where EReco: is the reconstructed energy. When possible, the distribution of the reconstructed

photon energy, normalized to it's nominal energy, is described with a Gaussian �t function.

Some examples of these distributions are shown in Figure 5.2. As seen in this �gure, the

distribution of the reconstructed energies of photons with an energy below 1.5 GeV have

large tails toward low fractional energy deposits. For photons in this very low energy range,

the reconstructed energy does not follow a pure Gaussian distribution because of the relatively

high energy loss in the material (including the inner detector) in front of the electromagnetic

calorimeter.

The energy resolution, i.e. the ratio of the sigma to the mean of the gauss �t to the recon-

structed energy, as a function of the nominal energy is shown in Figure 5.3. The dotted curve

is a parametric resolution function of the form: a%p
E
� b, with the sampling a and the constant

b terms, �tted to the data. It should be noted that the resolution function for photons used

in the ATLFAST package, obtained from test beams, describes this energy dependence quite

well down to energies above 1.5 GeV. The coe�cients obtained here and those quoted in the

ATLFAST package are very similar. On the other hand, the lower the energy of the photon

the higher the fractional energy loss in the material in front of the ECAL. For photons with

an energy less than 1.5 GeV, the ECAL energy distribution is broad (in fact completely

smeared) with no well{de�ned mean, and is shifted toward lower fractions so that it cannot

be described by parameterized functions of this type. This behaviour of the response to very

low energy photons, i.e. E
 < 1:5GeV , which is of great importance for the trigger perfor-

mance, is therefore handled di�erently in the L1CT code. Histograms at discrete energies

(below 1.5Gev in the energy scan samples) are �lled with these distributions, and are used

to randomize the ECAL energy deposit of low energy photons.
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Figure 5.2: Examples of the reconstructed photon energy (normalized to the nominal energy).

The corresponding Gaussian �ts (when possible) are also shown.

To study the response to photons, the ratio of the means of the Gaussian �ts, corresponding

to the average visible energy in the calorimeters, to the incident energies
�


E

, are plotted, in

Figure 5.4, against the corresponding nominal energies. It is seen clearly in this �gure that

the response of the calorimetry to photons with an energy in excess of a few GeV is very close

to unity. The superimposed dotted curve in Figure 5.4 is a parameterized response function

describing the data points. For photons with an energy less than 1.5 GeV, a slightly di�erent

approach is applied. Instead of taking the mean of the Gaussian �t, the average value of the

distribution is considered and a response curve is produced which is only used for intra- or

extrapolation purposes (see next paragraph).
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Figure 5.3: Fractional energy resolution for photons as a function of the nominal energy. The

dotted curve is a parameterized function describing the data points.
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Figure 5.4: Response of the calorimetry to photons as a function of the nominal energy. The

dotted curve is a parameterized function describing the data points.

In the fast simulation, for a given photon energy falling in the low energy range (E
 <

1:5GeV ), the energy fraction deposited in the ECAL is randomized from the energetically

nearest histogram and the response is scaled to the correct energy by inter- or extrapolation

using the corresponding response curve. For photons with energies of 1.5 GeV or more the

ATLFAST resolution function, which is essentially the same as the one in Figure 5.3, and the

above explained response functions are used to smear the energy.
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5.2.2 Hadronic particles

Hadrons are represented by samples of charged pions, i.e. �+. Some examples of the distri-

butions of the energy deposit of charged pions in the electromagneticz and in the hadronic

calorimeters, normalized to the incident energy, are shown in Figure 5.5. The reconstructed
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Figure 5.5: Total energy deposit of pion in the calorimeters, normalized to the nominal pion

energy.

energies, obtained by summing the electromagnetic and the hadronic contributions, normal-

ized to the nominal particle energy, is also shown in the same �gure. The visible energy of

a hadron with an energy in excess of 10 GeV is about 20% lower than the nominal energy.

This is due to the non-compensating e�ect of the calorimetry in ATLAS: hadrons are seen on

the electromagnetic scale. Here again a Gaussian �t to the total reconstructed energies has

been performed and the ratio of the sigma to the mean of these �ts are then plotted against

the nominal energies. The obtained resolution curve is shown in Figure 5.6. Superimposed

on this plot is a �tted parametric resolution function which describes the data points.

zThe electromagnetic in this case means the sum of the energies seen in the ECAL and in the Pre-Sampler.
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Figure 5.6: Fractional energy resolution for pions as a function of the nominal energy. The

dotted curve is a parameterized function describing the data points.

The response to hadrons is studied by �rst calibrating the reconstructed energy given by

EReco: = � � (EPS +EECAL) + � �EHCAL;

where � and � are calibration constants which are, essentially, energy and pseudo-rapidity in-

dependent. These calibration (weight) factors are determined by performing, in the MINUIT

[66] environment, a minimization of the quantity:

�
2 =

X
Ej

NjX
i=1

�
Ei;Reco: �Ej

�j

�2

;

where Nj is the number of events in a given sample with energy Ej . The �j's are the

resolutions at Ej energies. The result is: � ' 1:30�0:02, � ' 1:13�0:03. An example of the

application of these calibration factors on the energy deposits of 20 GeV positively charged

pions is demonstrated in Figure 5.7. As seen in this �gure the resolution gets worse by about

3% as a result of the minimization.

The value of the means of the Gaussian �ts to the reconstructed (or calibrated) energies nor-

malized to the corresponding nominal energies are plotted against the corresponding incident

energies in Figure 5.8.
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Figure 5.7: Reconstructed energy of a 20 GeV positively charged pion in the barrel before (left)

and after (right) application of the calibration factors. The mean of the Gaussian �t which

is at about 82% before calibration is shifted to 100% after calibration, with a corresponding

loss in resolution.
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Figure 5.8: Response of the calorimetry to pions as a function of the nominal energy. The

dotted curve is a parameterized function describing the data points.
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In order to be able to describe the behaviour of the calorimeters' response to pions, the

response function is divided in two regions, below and above 1GeV. Two di�erent parametric

functions are �tted to the data points, which are also plotted on the corresponding plots. It

should be noticed on the response curves in Figure 5.8 that pions with an energy below half

a GeV practically do not enter the calorimeters.

An instructive study has been the correlation between the fractional energy deposits in the

ECAL and in the HCAL. This is shown in Figure 5.9 which plots these two fractions against

each other for some representative energies. There are several points which should be noticed

on these plots. Low energy pions (in the MeV range) often deposit most of their energy in

the electromagnetic calorimeter. For higher energy pions, one observes a band of data points

showing both the e�ect of the resolution and response of the calorimeters. Another point

which is of importance is the high density region on this band at very low electromagnetic

energy fractions which in fact shifts to even lower values with increasing pion energies. This

high density region is seen as a narrow peak at low values of the distributions for the fractional

energy deposit in the ECAL in Figure 5.5. This e�ect is discussed later in section 5.4.

In the fast simulation, the fractional energy loss in the ECAL and in the HCAL is randomized

from the energetically nearest histogram, and the response (for E� � 0:15GeV ) and/or

resolution (for for E� > 1GeV ) is rescaled to the correct energy by inter- or extrapolation.

For pions with a very low energy (E� < 150MeV ) no rescaling of the random fractions

obtained from the lowest energy histogram is performed.
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Figure 5.9: Correlation between the fractional ECAL and HCAL energy deposits for pions.
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5.3 Barrel{EndCap transition region

The e�ect of the transition region on the energy response has been studied for photons,

electrons and charged pions by performing � scans across the transition region. These scans

serve also as a check of the � dependence of both the calibration factors (used for energy

reconstruction) and the response functions alike.

Figure 5.10 shows the e�ect of the transition region on the response of the calorimetry to

electromagnetic particles, i.e. e=
.
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Figure 5.10: The e�ect of the transition region on e=
 energy response.
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It is seen in Figure 5.10 that the energy response in the range 1:4 < j�j < 1:8 is decreased and

goes through a minimum at about j�j � 1:5. The e�ect for the transition region for electrons

and photons is parameterized by

R(�) = 1� exp
�
�b � (� � a)2 � d � exp

�
�c � (� � a)2

�	
;

where a, b, c and d are constant parameters. This means that the slight di�erence of the

response to electrons and photons, with the same energy, across the transition region is

neglected. Another e�ect, which is obvious from �gure 5.10, is the energy dependence of the

response to electromagnetic particles. This is already corrected for, when the response from

previous section, obtained from energy scans, is applied (these are both multiplicative factors

on the visible energy). It must be noted that this energy loss of the electromagnetic particles

in the transition region a�ects predominantly ECAL deposits.

The response to charged pions, e.g. 30GeV, across the transition region is shown in Figure

5.11 (the �lled dots). In this case, since the energy deposits in both calorimeter types, i.e.

electromagnetic (e.m.) and hadronic (had.), are of importance, the change in the fractional

deposits in both calorimeters are considered. The observed dips in the overall response, i.e.

e.m.+had., at j�j about 1.0 and 1.5 could be related to the feed{through and the Barrel{

EndCap transition region respectively. The energy loss on the border of the hadronic endcap

region is due to incomplete shower containment { a larger fraction of the shower energy is

deposited in the forward calorimeters as the showering particle approaches the border of the

endcap. This is more prominent for the HCAL deposits, most probably due to the transverse

size of the shower.

The behaviour of the response of the calorimeters to charged pions is described by a paramet-

ric (cubic) spline function. Two sets of spline functions have been �tted to the e.m.+had. and

e.m. responses, and the parameters are determined. The response of the hadronic calorimeter

is then derived from the �tted distributions. The result of this parameterization is also shown

in Figure 5.11 (the empty boxes).
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Figure 5.11: � scan of the response of the calorimeters to 30 GeV �
+, the �lled bullets

labeled as original, showing di�erent e�ects, like the depth of the calorimeters and the feed-

through/transition region etc. . The empty boxes on the upper two plots show parametric

(cubic) spline �ts to describe the data points. These two functions are used to derive the

response superimposed on the lower plot.
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5.4 Shower pro�les

Having studied and parameterized the energy resolution, response and loss in the transition

region for electromagnetic and hadronic particles, a parameterization of the shower pro�les

has been performed. Major aspects of this parameterization is described in this section. Data

samples used to study shower pro�les are single particle scans in both � and � directions

uniformly distributed within a trigger cell (see 3rd and 4th rows in Table 5.1 on page 78).

Two di�erent cell positions, in the Barrel and in the endcap, are considered.

Before proceeding, the nomenclature (or de�nitions), used in the following, are clari�ed. A

given simulated single particle (
 or ��), after traversing the inner detector (and other mate-
rial in front of the ECAL) and moving through the magnetic �eld, enters the electromagnetic

calorimeter. The point, on the front face of the ECAL, where the particle enters the calorime-

try is referred to as the impact point. The coordinate of the impact point, (�IP ,�IP ), is used

to identify the trigger cell (or tower, in the LVL1 terminology,) hit by the particle. This

cell is referred to as the hit cell, and the coordinate of the center (�C ,�C) of the hit cell is

determined. The �, � components of the distance of the impact point to the center of the

hit cell are calculated as: (��;��) = (�IP � �C ; �IP � �C). The hit cell, depending on

(��;��), is divided in four quadrants. The quadrant containing the impact point is called

the hit quadrant. Figure 5.12 explains these pictorially. Quadrants are further numbered

counter clockwise with the number 1 being the upper right quadrant, in the �gure.

Quadrant
Hit

Hit Cell

∆φ

∆η

Cen
te

r

Impact
Point

Figure 5.12: De�nition of the impact point, hit cell and hit quadrant explained in the text.
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5.4.1 Electromagnetic showers

The energy of a showering electromagnetic particle is almost entirely deposited in the elec-

tromagnetic calorimeter. The very small leakage of the electromagnetic showers into the

hadronic calorimeter is modeled in the fast simulation by depositing it in a single trigger cell

in the HCAL right behind the hit cell (in the ECAL), see next section. In the electromagnetic

calorimeter, on the other hand, a cluster, composed of a number of trigger cells, would be

needed for a complete shower containment. A 3�2 trigger cell matrixx about the hit cell, has
proved to be adequate as the electromagnetic cluster (Core + Halo). The parameterization

goes as follows. Trigger cells within a 3�3 cell matrix, centered on the hit cell, are considered
in the parameterization procedure, which are numbered in a counter clockwise fashion. For

a given hit quadrant, an appropriate 3 � 2 sub-matrix (i.e. the electromagnetic cluster) is

parameterized. These are graphically displayed in Figure 5.13.
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Figure 5.13: Trigger cell and hit quadrant numbering scheme.

xThe convention adopted for the indices, in this and in the following sections, is that the �rst index always

refers to the � and the second index to the � direction.
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5.4.1.1 Longitudinal

The �rst step in the shower parameterization is to determine the fraction of the incident

particle energy deposited in the HCAL. This is done by parameterizing the normalized cu-

mulative distribution of the fractional HCAL deposit. An example of the HCAL distribution

together with the corresponding normalized integrated distribution is shown in Figure 5.14.
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Figure 5.14: Normalized distribution (top) of the fractional deposit in the HCAL, and the

corresponding normalized cumulative distribution (bottom).

As seen on the abscissa of the plots in this �gure, HCAL deposits are very low fractions of

energy (of the order of 1% and less). A parameterized (modi�ed Fermi-Dirac) function is

then �tted to the cumulative distribution at each energy. The parameters of the �t function,

determined in this way, depend on the incident particle energy. The energy dependence of
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the parameters is then described by an appropriate functions with constant coe�cients as

a function of the particle energy. The same procedure is applied both to the Barrel and to

the EndCap samples. This means that two sets of, in general, energy dependent parameters,

for the Barrel and for the EndCap regions, are obtained. The Barrel set is used for � < 1

and the EndCap set for the rest of the � coverage. In Figure 5.15 an example of the original

�tted function and the function obtained using the parameters derived{, using this method,
is shown.

At the time of the simulation, depending on the � region, it is decided whether the Barrel

or the EndCap parameter set should be used. Being energy dependent, the values of the

parameters in the selected set are then calculated for the corresponding incident energy. The

fraction of the energy deposited in the HCAL, de�ned as

fhad:(Enominal; �) =
EHCAL

Enominal

;

is then calculated by inserting these parameters in the inverse of the parameterized normalized

cumulative function (the parametric �t function). This fraction of the energy is then deposited

in the trigger cell, in the HCAL, right behind the hit cell in the ECAL.

{The original distribution could then be regenerated by randomizing from the inverse of the parametric

function.
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Figure 5.15: Examples of the parameterized normalized cumulative distribution of the frac-

tional energy deposit in the HCAL. To be seen on the plots are the original histogram, the

�tted function and the resulting function obtained by inserting the derived parameters, for

10Gev (top) and 100GeV (bottom) photons in the barrel.
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5.4.1.2 Lateral

An electromagnetic shower, in the ATLAS environment, is more smeared in � direction than

in the �. This is because of the solenoidal magnetic �eld within the inner detector which

de
ects charged particles inside the shower in � direction. Therefore depending on the hit

quadrant (containing the impact point) six cells, 3 in � and 2 in � directions, including the

hit cell, are considered to parameterize the lateral shower pro�le. The possible 3� 2 clusters,

corresponding to the hit quadrant, are described in Figure 5.13. The adopted numbering

scheme is also indicated in this �gure. The distribution of the fraction of the energy deposit

in the ECAL, given by (note the normalization)

fe:m: =
EECAL

Enominal

= 1� fhad:;

within these six trigger cells should now be parameterized. From now on all quantities are

normalized to the energy deposit in the ECAL, i.e. all fractions refer to the ECAL deposits.

The distribution of the fractional energy deposit in the hit cell plus it's two � neighbours,

i.e. the three cells numbered as 3, 0 and 7 in Figure 5.13, is de�ned as:

f307 =
E3 +E0 +E7

EECAL

= f(j��j);

as a function of the absolute value of the distance in � of the impact point to the center of

the hit cell, j��j, is shown in Figure 5.16. The interpretation of the result is straight forward:
the closer the hit point to the center of the hit cell, i.e. j��j ! 0, the larger the fractional

energy deposit in the central slice of the trigger cells, i.e. in the 3, 0 and 7 cell combination.
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Figure 5.16: Fractional energy distribution in the ECAL, deposited in the hit cell and it's two

nearest � neighbours. On the plot on the bottom, because of the symmetry of the distribution

about the cell center in �, obvious from the top plot, the same distribution is plotted against

the numerical value of the impact point distance to the center of the hit cell.
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The two dimensional distribution in Figure 5.16, for a given energy, is partitioned on the j��j
axis in several slices, and the distribution within each slice is projected onto the f307 axis.

In the f307 distributions within a given slice a prominent peak with a tail at low fractions is

observed. The location and width of the peak and the tail fraction are position dependent,

i.e. j��j dependent. The peak in each slice is �tted with a gauss function and the integral

of the tail of the distribution outside 3� of the mean of the gauss �t is determined. Some

examples of these gauss �ts are shown in Figure 5.17.

Figure 5.17: Some examples of the gauss �ts to the peak of the f307 distributions within each

j��j slice (see text).
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The mean and sigma of the Gaussian �ts, as well as the tail fraction in each slice, is now

�tted with parametric functions as a function of j��j. An example of these �ts is shown in

Figure 5.18. Fit parameters obtained in this way are now, in general, energy dependent. The

energy dependence of the parameters, for the Barrel and for the EndCap samples, is then

separately described by appropriate functions with constant coe�cients. The constants are

determined through a �t procedure. In addition, the shape of the tail of the distributions is

also modeled in an approximate way, e.g. 
at or triangular.

Figure 5.18: Examples of parameterization of the mean and the sigma of the gauss �ts and

of the tail fractions.
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Next, the ratio of the fractional energy deposit in the hit cell, i.e. f0, to that of the hit cell

plus the two nearest � neighbours, i.e. f307, are parameterized. A plot of this ratio, denoted

in the following by f0

f307
, versus the distance of the impact point to the center of the hit cell

in �, i.e. j��j, is shown in Figure 5.19.
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Figure 5.19: Distribution of the fractional energy deposit in the hit cell as a function of ��

(top), normalized to f307 (see �gure 5.16). Because of the symmetry about �� = 0:, the

folded distribution about the � center of the hit cell is considered for the parameterization of
f0

f307
.
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The f0

f307
versus j��j distribution is parameterized in a similar manner as described in the

f307 case above. Some di�erences are, for instance, the form of the parametric functions

and the fraction and the shape of the tail. Here again, depending on �, two di�erent sets of

parameters, for the barrel and for the endcap, are obtained. At this stage the fraction of the

energy deposit in the ECAL, which should be deposited in the hit cell, is fully determined

(parameterized).

In Figure 5.20 the correlation between the fractional energy deposit in the nearest � neighbour

and the hit cell, both normalized to the energy deposit in the hit cell plus it's two nearest

� neighbours, i.e. to f307, is shown. The nearest � neighbour of the hit cell is, according

to the cell numbering scheme adopted here, either 3 or 7, whichever one is closer to the hit

quadrant (see Figure 5.13). This distribution is parameterized by slicing the distribution on

the f0

f307
axis and approximating the peaks in each slice by a half Gaussian with a mean at

�(f3 or f7
f307

) = 1� f0

f307
and a sigma parameterized as a function of f0

f307
. The other � neighbour

of the hit cell gets the rest, i.e. f7 or f3

f307
= 1� f0

f307
� f3 or f7

f307
.
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Figure 5.20: Correlation between the energy deposits in the hit cell and in it's nearest �

neighbour, both normalized to the f307 fraction.
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In order to respect the topology of the shower, the correlation between the hit cell's nearest

� cell and it's nearest � cell closest to the hit quadrant (one corner of this cell touches in fact

one edge of the hit quadrant) is also parameterized. Notice that the former is normalized to

the deposit in the hit cell plus it's two nearest � neighbours, whereas the latter is normalized

to the energy deposit in itself plus the other two (nearest and next to nearest) � cells, which

are touching the hit cell. An example plot showing this correlation is found in Figure 5.21.

The histogram title on these plots describes the normalization scheme just explained.
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Figure 5.21: Correlation between the energy deposits in the hit cell's nearest � neighbour and

it's nearest � cell closest to the hit quadrant. For details see text. For cell numbering see

Figure 5.13.

This distribution is parameterized by dividing it in two sections. The content of the �rst bin

on the plot in Figure 5.21, i.e. f3 or f7
f307

< 5%, is approximated with a Gaussian, and the rest of

the distribution is sliced on the abscissa axis where each slice is approximated with Gaussian

�t functions. Finally, the mean and sigma of these gauss �ts are parameterized as a function

of f3 or f7

f307
. Example of these �ts are reproduced in Figure 5.22.
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f4/6/2/8-mean vs. f3/7
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Figure 5.22: Fit procedure to the distribution of Figure 5.21. See text for details.

At this point the energy content of four cells of the original six trigger cells (the 3� 2 matrix

in Figure 5.13) is parameterized. A short cut is now applied: the remaining energy, seen in

the ECAL, is divided between the remaining two cellsk in the same ratio as the deposits of

their corresponding neighbours in � direction � cell deposits.

kThe remaining two cells are: the hit cell nearest neighbour in � direction closest to the hit quadrant and

its neighbouring cell in � direction farthest from the hit quadrant.
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5.4.2 Hadronic showers

Hadronic showers are parameterized by considering a 5 � 4 trigger cell matrix in HCAL

and/or ECAL. A 3 � 2 sub-matrix, in HCAL and/or ECAL, has proven to be adequate to

describe the core of the charged pion shower. In order to contain as much of the shower as

possible, 14 cells surrounding the core matrix are considered to describe the shower halo. To

make cell references more clear, a numbering scheme is also introduced in this case. Core

cells are numbered as in the electromagnetic case in previous sections. Trigger cells within

halo are numbered depending on their position relative to the hit quadrant��. For a graphical
description of these see Figure 5.23.
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Figure 5.23: Numbering scheme of the trigger cells within the halo of a hadronic shower

(either ECAL or HCAL).

��For instance trigger cell 8 is always closest to the hit quadrant.
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5.4.2.1 Longitudinal

The longitudinal shape of the hadronic showers is implemented by randomizing from pre-

�lled 2{D histograms at di�erent � positions for a number of discrete energies. As already

explained in detail in section 5.2.2, these histograms contain the fractional energy deposit in

the ECAL and in the HCAL against each other.

5.4.2.2 Lateral

The basic cluster size for a hadronic shower has been taken to be a 5�4 trigger cell matrix in

HCAL and/or ECAL. Hadronic showers exhibit two distinct pro�les. The distribution of the

fractional energy deposit in the ECAL, obtained by projection on the ECAL axis in Figure

5.9, contains a large narrow peak at small energies. As explained in section 5.2.2 the position

of this peak moves to smaller fractions with increasing energy. They actually correspond to

a �xed energy of the order of 500 MeV , which is clearly seen in Figure 5.9 for the 1GeV

pion case. This energy deposit corresponds simply to the energy lost by a minimum ionizing

particle, mip. A mip signal within the ECAL indicates that the hadron has penetrated the

ECAL, and has started showering in the HCAL. For this reason this type of shower is referred

to as a late shower. Another type of a hadronic shower is when the showering starts already

in the ECAL, known as an early shower. Hadronic shower types are visualized in Figure 5.24.
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Figure 5.24: Di�erent types of hadronic showers explained in the text.
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Late showers

Late showers are parameterized as follows. Parameterizing the ECAL energy fraction is easy.

The mip deposit in the ECAL is put entirely in the hit cell. The energy fraction deposited

in the HCAL, i.e. fHCAL = EHCAL

E0
= 1 � fECAL, is now distributed among the trigger

cells within a 5 � 4 matrix, chosen according to the hit quadrant illustrated in Figure 5.23.

This is done by �rst parameterizing the distribution of the fraction of the HCAL deposit

contained in the 3 � 2 core sub-matrix, i.e. fCore =
ECore

EHCAL
. The same method as the one

used to parameterize the longitudinal leakage of the electromagnetic showers into the HCAL

is also applied here. Parameters of the �t obtained in this way are energy dependent and are

described by appropriate functions, with constant coe�cients, as a function of the energy.

Normalizing to the energy content of the shower core, the energy fractions of the trigger cells

within the 3�2 core sub{matrix are then parameterized according to the same strategy used

to parameterize the lateral pro�le in the case of the electromagnetic showers. Finally, the

halo deposit is parameterized. The distribution of the fractional energy deposit in each of

the 14 trigger cells in the shower halo, normalized to the HCAL minus the core deposit, is

shown in Figure 5.25.

π+, 50 GeV, HCAL/Barrel

HAD., distribution all quadrants

HAD., average profile all quadrants

Figure 5.25: Fractional energy distribution among trigger cells within shower halo.
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It is not straight forward to parameterize this distribution, hence the following short cut is

applied. A hint of a pattern is observed in the distribution of the average fractional energy

content of each cell within the halo, normalized to the halo energy, when considering the

position of the cells relative to the hit quadrant. This can be seen in Figure 5.25 the bottom

plot. From this �gure it is seen that trigger cells can be ordered according to their average

content, starting from cell number 8 with the highest average content and so on. This pattern

(or order) does not change drastically for di�erent energies (for cells with high fractional

content this is a very good approximation). The fraction of the entries below 1% for each

cell is then parameterized, as a function of energy. At the time of simulation, starting at the

top of the ordered list of cells, it is decided, based on a random number, whether a fraction

below 1% should be deposited in that cell or not. (The 1% limit for that cell is �rst obtained

by the energy dependent parametric functions.) A fraction below 1% is generated for that

cell if this is the case, otherwise a randomized fraction between 0.01 and 1 is deposited in

that cell. The amount of the energy which should be deposited in the next cell in the ordered

list is then determined with the same method. This procedure is continued until either the

available energy is used up or the last cell in the list is processed. The remaining energy, if

any, is then distributed between the cells in the same ratio as their energy content (after the

�rst pass).

Early showers

The parameterization in this case goes essentially along the lines explained above for the

hadronic part of the late hadronic showers. Both ECAL and HCAL deposits are handled in

the same way.
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5.5 Summary and global performance examples

The parameterization described here makes it possible to perform detailed and at the same

time relatively fast simulations of the ATLAS calorimeters' response to di�erent particle

types. It provides a powerful tool to generate samples with high statistics for physics analyzes,

needing a realistic detector performance e�ects, very fast. As a result of the parameterization

the visible energy { obtained from the nominal energy by applying such calorimeter e�ects

like response, resolution, non-compensation (in the case of hadrons) and transition region {

of an incident particle is deposited in a collection of cells, of 0:1� 0:1 granularity, in both the

ECAL and the HCAL. E�ectively the shower is described through its average pro�le, with


uctuations superimposed. Hence, as opposed to other fast simulations, the electromagnetic

and hadronic showers:

� are not pencil{like, which deposit all their energy in only one trigger cell,

� do not deposit all their energy in only one calorimeter type, either in the ECAL or in

the HCAL,

� and do not deposit all the energy in the calorimetry, not taking into account e�ects like

response and transition region e�ects.

In the following some examples of the performance of the fast simulation explained here is

presented. In Figure 5.28 the distribution of the electromagnetic cluster energy obtained

from the fast simulation is compared to that from the full simulation, for photons in the

barrel at four di�erent energies. It is seen that the shape of the distributions, i.e. the peaks

and in particular the shape of the tails, are well described. In Figure 5.27 the corresponding

e�ciency curves for a 20 GeV photon in the barrel as a function of the e.m. isolation threshold

for 4 di�erent hadronic leakage are compared. Thus a 95% e�ciency for an e.m. isolation of

2 GeV and a had. leakage of 2 GeV is required both in the full and fast simulations. The

important point is that the curves agree very well in all these four cases.
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Figure 5.26: Comparison of photon e.m. cluster energy distributions at di�erent energies

in the barrel obtained form the fast (asterisk) and from the full (histogram) simulations.

Generated refers to the fully simulated sample whereas simulated to the fast version.
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Figure 5.27: E�ciency plots for a 20 GeV photon in the barrel for the full () and the fast ()

simulations. The 95% e�ciency points are shown with dotted lines.
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Finally, for 50 GeV charged pions the e.m. and had. deposits (separately, together and against

each other) and the transverse pro�les (in the ECAL, HCAL and both) of the shower are

shown in Figures 5.28 and 5.29 respectively.
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Figure 5.28: Distributions of the energy deposits of 50 GeV charged pions in the barrel in

e.m., had. and e.m.+had. calorimeters, plus the e.m. versus had. distribution.
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Figure 5.29: Average lateral shower pro�le for 50 GeV charged pions in the barrel.
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A set of e�ciency plots for tauons obtained by the fast simulation is shown in Figure 5.30.

To be noticed, for instance, is that for a hadronic isolation less than 4 GeV the 95% e�ciency

can not be achieved no matter how high the e.m. isolation.
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Figure 5.30: E�ciency plots for a tauon as a function of the e.m. isolation threshold for

various had. isolation.
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Chapter 6

Jet calibration and rate

The L1CT package, introduced in the previous chapter, has an interface to the fast simulation

tool called ATLFAST [67], which is considered as the o�ine reference. This means that

quantities like acceptance, trigger threshold and/or e�ciency for the level{1 trigger objects are

determined based on the corresponding entities in the ATLFAST so{called banks (or common

blocks), which are considered as the o�ine quantities. An example of such a threshold

determination for the level{1 calorimeter jet triggers will be worked out in the following

sections. Being too optimistic a simulation tool, in terms of the calorimeter response and

pile-up e�ects, the original ATLFAST package and its interface are modi�ed in several ways.

The details of these modi�cations is discussed in this section.

6.1 Introduction

In the original ATLFAST package for all stable (and, in the calorimetry, visible) particles,

i.e. electromagnetic and hadronic, only one type of calorimeter map is �lled, referred to as

the cell map. Further, particles do not develop showers and deposit all their energy in a

single cell. Pile-up e�ects in ATLFAST are modeled in a very simple way, and transition

region e�ects are missing. For these reasons, and in order to have a coherent picture in

the analysis on the level{1 calorimeter trigger impact in particular, a modi�cation of the

ATLFAST package has been performed. A �rst step in modifying the ATLFAST code is to

combine and interface the L1CT calorimeter maps to the ATLFAST cell-map. In this way

the modi�cations will be transparent to the ATLFAST package and the usual, i.e. default,

cluster �nding algorithms can be applied on this new map. The modi�cation is done by �rst

summing the ECAL and HCAL trigger maps �lled by the L1CT package, after the application

of the response (including the transition region e�ects), resolution, longitudinal/lateral shower

simulation and addition of pile-up, and then copying this map onto the corresponding cell-

map in ATLFAST. As explained above, ATLFAST applies it's cluster �nding routine, which

uses a cone algorithm method, on this map and classi�es di�erent entities like electrons,

photons and jets. The transverse energy of the electromagnetic quantities su�er, at this

stage, from the transition region e�ects and should be corrected. Hence, the transverse

energy of electrons and photons falling in the transition region are modi�ed by using the

inverse of the corresponding function in Figure 5.10 on page 87.
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6.1.1 Jet calibration

Due to the non{compensating e�ects of the ATLAS calorimetry, the visible energy of a jet is

in general less than the energy of the parton initiating it. Therefore the transverse energy of

the jets should be calibrated to their correct values. For this purpose, large samples of prompt

photon processes are generated in PYTHIA, utilising the modi�ed version of the interface

explained above. The transverse energy of the jet is then normalised to the transverse energy

of the photon. In order to do this properly and unambiguously, both initial and �nal state

radiation are switched o� in the event generation phase in PYTHIA. In this case the outgoing

jet and photon in the �nal state are back{to{back in the transverse plane, i.e. in a plane

perpendicular to the beam axis. Three cases are considered, namely samples with no pile-up,

and samples with low and high luminosity pile-up. In order to populate a wider energy range

for jets, two samples for each case are generated, one with pT < 100 GeV at the parton

level and one with pT > 100 GeV. The jet �nding algorithm, as already mentioned, is the

ATLFAST default, namely the cone algorithm. The cone radius, �R =
p
��2 +��2, is at

low luminosity taken to be �R = 0:5 and at high luminosity to be �R = 0:4. When no

pile-up is added the cone size is as in the low luminosity case. The jet ET calibration factors,

� and �, are de�ned according to the condition:

E
jet

T
(calibrated) = �(ET ; �)E

ECAL

T + �(ET ; �)E
HCAL

T � E



T
;

where ET = E
ECAL

T
+E

HCAL

T
= E

jet

T
(uncalibrated). The quantity E

jet

T
(uncalibrated) refers

to the transverse energy of the jet reconstructed by the ATLFAST package based on the new

cell-map. The jet calibration constants are then determined by minimising the quantity:

f =
E



T
� (�(ET ; �)E

ECAL

T
+ �(ET ; �)E

HCAL

T
)

E



T

;

using the MINUIT [66] program. The jet calibration factors depend both on the transverse

energy of the jet and on its � (direction). Therefore a two dimensional minimisation is per-

formed by dividing E
jet

T
in several intervals, and by binning � in each of these intervals.

Some examples of the energy dependence of the jet calibration constants in di�erent � bins

are shown in Figure 6.1. In each � bin an energy dependent function is �tted to the data

points. The result of this calibration is shown in Figure 6.2. Calibration constants obtained in

this way span a two dimensional surface. Separate sets of calibration factors are determined

for low and high luminosities and and also for the case with no pile-up added. No parameter-

isation on the � dependence of the factors is performed. The parameters of the �t functions

become vectors in each E
jet

T
bin, with indices indicating the relevant � bin. The three sets

of calibration factors, obtained in this way, are then incorporated into the ATLFAST code.

This means that a given identi�ed jet is calibrated to the nominal parton energy according to

its ET and its �-value using these calibration factors. The resulting calibration constants are

then incorporated into the ATLFAST code. It must be noticed that in the prompt photon

samples, used for the jet calibration, jets are either from gluons and/or from light quarks. As

a result the jet calibration factors are average values, and might need some minor, or in some

cases major, corrections based on the type of the parton initiating the jet, like a b-jet. Hence,

the application of the same calibration factors to the b-jets, will, in general, not reproduce

the b-parton ET . These should then be re-calibrated to their correct nominal energies, which

will be explored in the next chapter.
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The complete package, i.e. L1CT plus the modi�ed ATLFAST and the implemented inter-

face, is then used to perform the analysis presented in the next chapter. A block diagram,

illustrating the simulation framework as described here, is given in Figure 6.3. As indicated

in the �gure, the transverse energy of the jets in the ATLFAST package are also corrected

for the ET of any muons happen to fall within the jet cone, the so-called non-isolated muons.
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Figure 6.1: Dependence of the calibration parameters � (left column) and � (right column)

on the reconstructed transverse jet energy, E
jet

T
(uncalibrated). Three � bins, barrel (top),

transition region (middel) and endcap (bottom), are shown as examples of the behaviour of

the ECAL (�) and HCAL (�) calibration factors.
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6.2 The level{1 calorimeter jet triggers

The ATLAS level{1 trigger menu, explained in chapter 4, has foreseen three types of jet

triggers. These are the inclusive, the three{jet and the four{jet triggers, with the corre-

sponding (luminosity dependent) o�{line thresholds. In order to be able to study the LVL1

calorimeter jet trigger acceptance, jet trigger thresholds must be determined. This is done

by �rst assigning to each o�ine jet, reconstructed by the modi�ed ATLFAST package, a

corresponding LVL1 calorimeter trigger jet in the L1CT package. An o�ine jet has a radius

of �R =
p
��2 +��2 = 0:5 ( 0:4 ) at low ( high ) luminosity. A LVL1 trigger jet, on the

other hand, is a 8 � 8 � 0:8 � 0:8 ( 4 � 4 � 0:4 � 0:4 ) trigger{tower window at low ( high )

luminosity. The smaller window size at high luminosity reduces the contribution of the larger

pile-up e�ects at high luminosities to the jet ET at LVL1. Jets at LVL1 are found by the jet

algorithms explained in chapter 4. The direction of an o�ine jet is the ET weighted (� ; �)

coordinate of the o�ine cells taking part in the reconstruction of the jet. That of a LVL1

jet, on the other hand, is given by the RoI coordinate, which as explained in chapter 4 is the

coordinate of the lowest left jet element (0:2 � 0:2) within the 2� 2 RoI cluster.

Assignment of a LVL1 jet to an o�ine jet is per-

formed as follows. Both jet maps, i.e. o�ine and

LVL1, are ordered in descending ET . The dis-

tance of all o�ine jets to all LVL1 jets, de�ned as

�R =
p
(�RoI � �jet)2 + (�RoI � �jet)2, are plot-

ted in Figure 6.4. A cut has been applied on this

distribution in order to be able to correlate a LVL1

jet to an o�ine jet. Starting from the o�ine jet

with the highest ET , LVL1 jets are scanned, also

starting from the highest ET , as can be seen from

the �gure, for their RoI distance to the o�ine jets

direction. The �rst LVL1 jet which falls within a

distance of 0.3 of the o�ine jet is 
agged and as-

signed to that o�ine jet. This procedure is contin-

ued till the o�ine jets or the LVL1 jets (which ever

sooner) are exhausted. Clearly several ambiguities,

regarding the eventual correlation between ET and

distance, are involved. However, they don't occur

that often, and hence don't a�ect the threshold de-

termination drastically.
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Figure 6.4: Distribution of the distance,

�R, between the direction of the o�ine

jets and the RoI of LVL1 jets as de�ned

in the text.

6.2.1 Jet trigger thresholds

The correlation between the reconstructed o�ine jets and the corresponding LVL1 trigger

jets, obtained as described in the previous section, is illustrated in Figure 6.5.
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Figure 6.5: Correlation between the LVL1 calorimeter trigger jets, calculated in L1CT, and

the (calibrated) o�ine jets, computed by the modi�ed ATLFAST. The distribution is not

diagonal which is due to: 1) the much larger cone size of the o�ine jets relative to the size

of the correspoding tLVL1 jet trigger window, 2) the digitization of the trigger tower signals

and the limited dynamic range of the jet element construction of the (pre-)summing in the

pre-processing and/or jet processing stage of the LVL1 trigger system.

The LVL1 jet trigger thresholds, for 90% e�ciency at a desired o�ine jet ET , are determined

from this 2{dimensional distribution. To do this the o�ine jet ET axis is sliced in several

intervals and each slice (or interval) is projected separately on the LVL1 trigger jet ET axis.

In each slice a jet trigger threshold is determined such that the ET of, at least, 90% of the jets

in that slice be above the threshold. Examples of such threshold determinations are shown

in Figure 6.6 for three di�erent thresholds used by the jet triggers in the LVL1 trigger menu

at low luminosity. The determined thresholds in all of the o�ine jet ET slices, both at low

and high luminosities, plotted against the ET of the corresponding o�ine jet ET are shown

in Figure 6.7.
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Figure 6.6: Examples of the LVL1 calorimeter jet trigger threshold determinations. The

illustrated examples correspond to jet thresholds used in the LVL1 trigger menu. The required

thresholds for at least 90% (o�ine) e�ciency, indicated by the hatched areas, are also given

on the plots. (The thresholds are obtained assuming inclusive triggers within the indicated jet

ET intervals.)
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Figure 6.7: Inclusive (or single) jet trigger threshold curves as a function of the o�ine jets

for 90% e�ciency at high and low luminosities.
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6.2.2 The LVL1 jet trigger rates

The LVL1 calorimeter jet trigger thresholds, corresponding to 90% e�ciency at the o�ine

jet ET , can be read{o� from the plots in Figure 6.7. Using these thresholds the LVL1 jet

trigger rates for the low and high luminosity cases, displayed in Figure 6.8, can be estimated

for any o�ine jet ET for 90% e�ciency.

The trigger rates read from the �gure are roughly 600 Hz at low and about 300 Hz at high

luminosity for each jet trigger type. It should be noted that these jet rates are larger than

the corresponding rates quoted in the trigger menus. One major di�erence between the two

evaluations is the pile-up simulation, which is more detailed here. Another point is the jet

de�nition, in terms of the cone size for o�ine jets, which is not unique and well{de�ned,

and consequently may be di�erent in each case. Yet another di�erence is the e�ect of the

calorimeter response being simulated in more detail here. In addition the thresholds can be

determined either to obtain a given rate or a given e�ciency.

Considering the jet triggers in the LVL1 trigger menu the following thresholds are obtained:

� Low Luminosity: single/three/four jet trigger: 113/31/17 GeV,

� High Luminosity: single/three/four jet trigger: 196/76/45 GeV,

These trigger thresholds will be applied on the signal and background samples in the next

chapter to obtain an estimate on the signal acceptance and the just quoted background rate.
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Figure 6.8: The LVL1 jet trigger rates as a function of the applied threshold. The LVL1 jet

trigger thresholds for the LVL1 trigger menu entries are given in parentheses for each jet

trigger type.
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Chapter 7

Observability of the neutral MSSM

Higgs bosons in multi b-jet decay

channels

In this chapter a detailed study on the observability of the neutral MSSM Higgs bosons in

the decay channels with multi b-jet �nal state topologies� in the ATLAS environment will

be presented. These channels are the b�bH ! b�b b�b and the H ! hh ! b�b b�b decay modes,

at low and high tan � values respectively. The production cross-section and the branching

ratios for both channels are high for the tan � and mass values studied. The selectivity of

the combined LVL1/LVL2 jet triggers are essential for these channels, which su�er from the

huge QCD multi-jet background. Having to do with b-jet �nal states, the ability of the LVL2

specialized b-tag jet trigger is essential to reject the dominant jet activity from QCD multi-

jet processes. Representative o�ine selection algorithms, with adjustable parameters, are

analyzed, and, based on speci�c choices of parameters, estimates on the ATLAS discovery

potential, in terms of the statistical signi�cance de�ned as the ratio of the signal to the

square-root of the background contribution, are obtained. In what follows, the impact of the

LVL1 calorimeter jet triggers on the acceptance of these processes is presented and possible

improvements in the acceptance of the combined LVL1/LVL2 trigger system are discussed.

7.1 Introduction

In order to evaluate the level-1 calorimeter jet trigger acceptance and, at the same time, to

perform the required o�ine analysis, large samples of the signals and the QCD background

have been generated using the PYTHIA physics generator. The signal samples are generated

using a modi�ed version of PYTHIA, which is improved in the MSSM Higgs sector, containing

radiative corrections to masses cross-sections and branching ratios for instance. The cross-

sections and the branching ratios, quoted in the following, stem, however, from more accurate

Monte-Carlo programs [60] and di�er slightly from the values obtained from this modi�ed

version. Hence, all results regarding the rates are normalized to these more accurate values.

�For other discussions/analyzes on this topic see for instance [70, 69, 46].

124



While 2-loop corrections to the production cross-sections of the signal samples are available,

the same is not the case for all the background processes. For this reason the K-factors on the

signal channels are not included in the calculations. In the following, after a description of

the so called b-jet recalibration procedure, the essential characteristics of the QCD multi-jet

sample, being the common background to both channels studied here, is described �rst.

7.2 Re-calibration of b-jets

The jet calibration procedure, explained in the previous chapter, averages the gluon and

the light quark jets, which generally have di�erent internal topologies than the jets initiated

by the b-quarks. As mentioned in chapter 1, the hadronization of heavy quarks is well

described by the peterson fragmentation. Hence the fragmented B-hadron will in general have

a higher pT distribution. In addition a B-hadron does, in almost 20% of the cases, also decay

semi-leptonically into muonic or electromagnetic �nal states, with missing transverse energy

due to the associated lepton neutrinos. The jet calibration implemented in the simulation

environment does not take this into account. Hence, the visible energy of a b-jet will in

general be lower than its nominal energy. For this reason, before being able to perform o�ine

analysis on the signal and on the background, the �nal state b-jets must be re-calibrated to

their correct ET .

To re-calibrate the b-jets, and in order to be able to cover a larger ET range, signal samples

with heavy neutral (CP-even) MSSM Higgs with a mass of 300/500 GeV decaying into b�b

�nal states, i.e. the b�bH ! b�b b�b decay channel, are used to derive the energy dependent b-

calibrating factor, �(Eb

T
). The transverse energies of the b-jets are then recalibrated to their

nominal values according to: Eb

T
(calibrated) = �(Eb

T
) � Eb

T
(uncalibrated). The mass of the

heavy Higgs is reconstructed by using the o�ine jets labeled as b-jets coinciding with a parton

b-jet. The coincidence is determined based on the criteria that a parton b-jet should be the

closest jet falling within a cone of radius �R =
p
��2 +��2 = 0:1 about the ET weighted

center of gravityy of a b-labeled o�ine jet. Further, only the two b-jets, which according to

the information in the partonic part of the event history are emitted in the decay of the Higgs

boson H, are used for the mass reconstruction and the following recalibration procedure. The

associated o�ine b-jets are excluded from the recalibration procedure. The reconstructed bb-

mass appears in a lower value than the nominal H Higgs mass, when using the uncalibrated

b-jet transverse energies. To move this bb mass peak to its correct location the ET of the

contributing b-jets should be calibrated accordingly. The calibration is performed by dividing

the transverse energy of the b-jets in several sub-intervals. The � dependence of the calibration

factors are averaged out. The calibration factor in each of the b-jet transverse energy interval

is determined by performing a common global minimization using MINUIT, according to the

function:

NX
n=1

�
mbb(�i(E

b1
T
); �j(E

b2
T
))�mH

�H

�2

;

where �H is the width of the uncalibrated bb-mass distribution. The summing in the formula

above runs over the number of events and the indices i and j refer to Eb

T
intervals. The

yThis is the usual de�nition of the jet direction (or axis) in the (�; �)
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superscripts b1 and b2 on the transverse energies of the b-jets correspond to each of the b-jets

from the Higgs decay. The obtained calibration factors, for low and high luminosities, as a

function of the transverse energy of the b-jets are shown in Figure 7.1 for tan � = 30 case.

The calibration factors do not depend on tan � and vary slightly with the H mass. The

slight dependence on the mass of the Higgs is neglected in the determination of the b-jet

recalibration factors. As seen in the �gure the recalibration factors approach asymptotically

to value of about 1.30 at high transverse energies. At low transverse energies (ET <� 80 GeV)

the calibration factors are approximated with constants, in order not to introduce arti�cial

boost in the ET of the jets in this region.
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Figure 7.1: The b-jet recalibration factor as a function of its ET for tan � = 30 with a heavy

Higgs mass of 300/500 GeV. The factors are obtained by correcting the mass distribution of

the two b-jets, produced in the H ! bb decay, to the nominal Higgs mass. For details of the

procedure see text.
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The performance of the calibration is illustrated in Figure 7.2, which shows the Higgs mass

distribution constructed with (to the right) and without (to the left) the application of the

b-jet calibration factors. As seen the position of the bb mass distributions, after recalibration,

are shifted to their correct mass. The price to pay is a degradation of about 30% in the width

of the distributions.
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Figure 7.2: The uncalibrated (to the left) and calibrated (to the right) bb mass distribution in

the H ! bb decay process for an H Higgs mass of 300/500 GeV as indicated on the plots. The

calibrated mbb is obtained by recalibrating the corresponding b-jets according to the calibration

factors shown in �gure 7.1.
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7.3 The QCD multi-jet background sample

The special multi-jet �nal state signals studied in this chapter both su�er from the over-

whelming QCD multi-jet background. This is the dominant background relevant for these

channels, being a mixture of both reducible and irreducible background. The largest contri-

bution to the QCD multi-jet sample is from the gg ! b�b process followed by the gb ! gb

and the gg ! gg processes with gluon radiation together with gluon splitting into b�b. The

necessary low pT cut-o�, to regulate the diverging tree-level matrix element calculation, is set

such that the total inelastic, non-di�ractive, pp cross-section of � 70 mb is obtained. In order

to cover a wide range of jet transverse energies, the QCD background samples are divided in

four intervals, also referred to as bins, as followsz:

� 4.3 GeV < pT < 20 GeV ) � � 68mb ,

� 20 GeV < pT < 50 GeV ) � � 0:6mb ,

� 50 GeV < pT < 100 GeV ) � � 21�b ,

� pT > 100 GeV ) � � 1:44�b ,

where pT refers to the transverse energy of the partons. Each interval enters into calculations

weighted according to it's cross-section. The ET distribution of the four leading jets in each

QCD sub-sample is shown in Figures 7.3 and 7.4 at low and high luminosities respectively.

The expected LVL1 jet trigger rates based on the thresholds determined in the previous

chapter are shown in Figure 7.5. It is seen that the rate at the low luminosity case is almost

double as much as in the high luminosity case. The reason for this behaviour is the high

thresholds applied at high luminosity.

zThe samples are generated based on the CTEQ2L parameterization of the parton distribution functions.
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Figure 7.3: The ET distribution of the four leading jets in each QCD sub-sample (correspond-

ing to the ET intervals explained in the text) in the QCD multi-jet sample at low luminosity.

The jet transverse energies plotted here are all b-jet recalibrated quantities. For more discus-

sion on this see sections 7.5.3 and 7.6.3.
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Figure 7.4: The same as Figure 7.3, but at high luminosity.
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Figure 7.5: LVL1 calorimeter jet trigger rates at low (top) and high (bottom) luminosities

as obtained using the jet trigger thresholds determined in the previous chapter. Column four

gives the overall LVL1 jet trigger rate. The last column serves only to illustrate the overlap

between di�erent jet triggers (inclusive, 3- and 4-jet triggers).
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7.4 O�ine analysis, general aspects

Features of the o�ine analysis that is common to both of the signal samples studied here are

discussed in this section, while details on the selection criteria depending on the kinematics

and/or topology of the speci�c signals is discussed later in their appropriate sections. The

corresponding o�ine analysis of the QCD background is, in one important aspect, handled

in a di�erent manner than the signal samples, which will also be explained here.

The extraction of these multi b-jet �nal state

signals, with respect to the o�ine analysis,

and at the same time the rejection of the huge

QCD multi-jet background, relies to a large

extent on an e�cient b-tagging feature of the

ATLAS LVL2 trigger system. In principle the

b-tag e�ciency is correlated to the rejection

against other jet types, Rj ; j = u; d; s; c; g,

the higher the b-tag e�ciency the lower the

jet rejection. This behaviour is illustrated in

Figure 7.6. The commonly used average e�-

ciencies for b-tagging is about 60% for low

and about 50% for high luminosity. This

gives an average rejection of u-type jets of

about 100 (200), and of g-jets of about 50

(100) and of c-type jets of about 7 (10) at

low (high) luminosity. See [39].
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Figure 7.6: Background-jet rejections as a

function of b-tag e�ciency. Taken from [39].

In general the jet rejection factors are both � and pT dependent, degrading with increasing

j�j and decreasing pT , being most signi�cant at low pT (< 30 GeV ). This is shown in Figure

7.7. In addition a b-mistag probability for c-jets of about 10% and for light jets of about 1%

both at low and high luminosities are also applied.
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Figure 7.7: Background jet rejections as a function of j�j (left) and pT (right) for "b = 50%.

Full and open symbols refer to di�erent algorithms. See [39].
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To analyze the signal, all jets in the samples undergo a randomized b-tagging procedure. The

tagging is performed by 
agging each jet as a b-jet, in the following referred to as a b-tagged

jet, or as a non-b-jet. This is performed by using the information on the id of each jet stored

in the jet bank of the event. Hence a b-jet, based on the b-tag e�ciencies just discussed, is

tagged as a b-jet in 60% (50%) of the cases at low (high) luminosity. On the other hand a

c-jet, based on the b-mistag probability, is tagged as a b-jet in about 10% of the cases. A

light quark or a gluon jet is in 1% of the cases tagged as a b-jet. The appropriate selection

criteria, like kinematical cuts, are then applied on these b-tagged jets.

The situation is radically di�erent for the QCD background sample, being dominated by light

quark or gluon jets. Considering the multi b-jet �nal states for the signals and the smallness

of the b-mistag probabilities, a background sample with a huge number of events will be

required to be able to obtain enough statistics after the application of the signal extraction

criteria. For this reason the background samples are handled in the following way. All jets are

assumed to be b-tagged and participate in the o�ine analysis procedure at equal footing. A

given jet carries, so to speak, a weight factor equal to its probability to be identi�ed (or more

correctly to be tagged) as a b-jet. These weight factors are nothing but the above described b-

tag/mistag (depending on the jet type) probabilities. A jet combination passing all the event

selection cuts contributes with a weight obtained as the product of the weight factors of the

contributing jets. If several jet combinations pass a selection algorithm, the event weight is

obtained by summing the corresponding weights obtained for each of these combinations. In

principle the concept of weighted events is equally well applicable in the case of the signal

samples and should reproduce the results obtained by the randomized b-tagging procedure

(probably � a few %).

However, before being able to perform o�ine analysis, all b-jets must be re-calibrated to their

correct ET . The b-jet re-calibrations, discussed in the previous section, are applied to all

b-tagged jets in the event. For the QCD background sample, all jets are re-calibrated.
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7.5 H ! hh! b�b b�b

To be speci�c two representative points in the conventional (mA ; tan �) plane have been

considered in order to study this channel. The MSSM parameter set are selected such that

all the supersymmetric particles are too heavy (�xed at � 1 TeV) to be allowed as decay

products of either of the Higgs bosons. Hence all SUSY decay modes of both the heavy

and light neutral CP-even Higgs bosons, H and h respectively, are kinematically closed (or

forbidden). The mass of the neutral CP-odd Higgs boson, A, is taken to be mA � 300 GeV.

Two values of the ratio of the vacuum expectation values of the neutral components of the

two Higgs isodoublets, namely tan � = 1:5 and tan � = 3:0, are considered. The former gives

the light neutral CP-even Higgs, h, the mass mh � 80 GeV, whereas the latter results in a

slightly heavier h boson with mh � 100 GeV. The masses of the heavier neutral CP-even

Higgs, H, and the neutral CP-odd Higgs, A, are degenerate for this choice of mA, irrespective

of tan �. With this speci�c parameter set in the (mA ; tan �) plane, with 2mh < mH < 2mt,

the H ! V V decay (, with V representing a vector boson,) is strongly suppressed with

respect to that of the SM case (except for tan � < 1). On the other hand, the H ! hh

decay mode is open, whilst the t �t �nal state is kinematically not available. In addition the

top and bottom trilinear couplings, At and Ab respectively, and the Higgs mass parameter,

�, are set to zerox. The variation of mH and mh as a function of mA for the two tan �

values considered here are illustrated in Figure 7.8. These masses are obtained using the

HDECAY package [58] and include the most signi�cant two-loop radiative corrections. As

seen on this plot the H and A boson masses are (to a good approximation) degenerate in the

range mA > 250 GeV . The mass of the h boson saturates at its, in general tan � dependent{,
maximum for mA > 200 GeV .

The production cross-section of the neutral CP-even Higgs, H, via the gluon fusion through

triangular top-quark loop, as calculated in HIGLU program [59, 60], is shown in Figure 7.9 as

a function of mA, for the two tan � values considered here. This is, as in the case of the SM

Higgs, the most important production mechanism at LHC. Other production mechanisms,

as shown in Figure 2.11 on page 35, due to vertex correction factors in Table 1.3 on page

12, are strongly suppressed and contribute with negligible amounts. The production cross-

sections in Figure 7.9 are calculated to Leading and Next-to-Leading Order (LO/NLO) in

the strong coupling (constant) �s. The corresponding K-factors, i.e. the ratio of the NLO to

the LO cross-sections, are also superimposed on the plots. It is seen that the higher order

diagrams have a large e�ects on the production cross-sections, e.g. � 1:6 at mA � 300 GeV .

Nevertheless, in the analysis presented here only the Leading order cross-sections are taken

into account, since the corresponding K-factors for the QCD background processes are not

completely calculated and/or not known.

xThis corresponds to the minimal (squark) mixing scenario, which, for a given set of (other) parameters,

results in a lightest possible light neutral CP-even Higgs boson h.
{Of course the maximum accessible mass of the h boson does not increase without limit with increasing

tan �, but in turn saturates itself to a value depending on the speci�c model under consideration. The absolute

maximum, as discussed in chapter 1, is about 130 GeV, which is obtained in the case of maximum mixing.
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obtain these plots.
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In Figure 7.10 the H ! hh and h! bb branching ratios, as obtained from HDECAY Monte-

Carlo program, for tan � values considered here, are shown on plots: (a) and (b). It is seen

that the h ! bb branching ratio is almost constant over the entire range of mA and do not

vary much with tan �. On the other hand, the H ! hh branching ratio shows large variations

with bothmA and tan �. This behaviour is understood by considering (c) and (d) plots in the

same �gure. The di�erence in the shape of the H ! hh branching ratio for mA < 160 GeV

for the two tan � cases is due to the fact that for small tan � the light neutral CP-even Higgs

boson, h, is very light so that kinematically the heavier neutral CP-even Higgs boson, H,

can decay into hh �nal states with the H ! bb and H ! WW branching ratios suppressed.

Whereas for the larger tan � this is not the case, and the h boson is heavy enough so that the

H ! hh decay channel is kinematically closed for mA < 170 GeV , and H bb and H ! WW

branching ratios are important.

As seen in Figure 7.10, for mA � 300 GeV , the H ! hh branching ratio is roughly 65%, and

the h ! bb branching ratio is of the order of 90%. This means that the overall branching

ratio for this channel is about 50%. The gg ! H production cross-sections (at one-loop

level) together with the H ! hh and h! b�b branching ratios, as obtained form HIGLU and

HDECAY Monte-Carlo's, for the case under study here are compiled in Table 7.1.

Table 7.1: The gg ! H production cross-sections and the H ! hh and h ! b�b branching

ratios for the parameter sets in the (mA; tan �) space studied here.

mH = 300 GeV tan� = 1:5 tan� = 3:0

mh 76 GeV 97 GeV

�LO(gg! H) 2.71 pb 0.95 pb

BR(H ! hh) 69% 60%

BR(h! b�b) 86% 84%

��BR 1.5 pb 0.5 pb
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Figure 7.10: Branching ratio plots, as obtained from HDECAY, for the light and heavy neutral

CP-even Higgs bosons, H and h respectively, for tan � values discussed in the text. In the

�gure, a) and c) are for tan � = 1:5, whereas b) and d) are for tan � = 3:0.
138



The ET distribution of the recalibrated b-jets and the coinciding �nal state b-parton jets,

produced in the decay of the h bosons are illustrated in Figure 7.11. It is seen that the

b-jet recalibration procedure has, to a good approximation, reproduced the corresponding

partonic distributions. To be observed is that the mean ET , of the b-parton jets, ranges

from about 100 GeV to about 40 GeV. Needless to say, the ET distributions of the partonic

b-jet are independent of the luminosity, hence a similar result is also obtained in the high

luminosity case. These observations justify the kinematical cuts applied on the recalibrated

ET of the b-tagged jets in, so to speak, the preselection phase of signal extraction algorithm

to be discussed in a later section.
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Figure 7.11: The ET distribution of the parton b-jets and the corresponding recalibrated o�ine

b-labeled jets, produced in the hh! b�b b�b decay, ordered in ET . The distributions correspond

to the tan � = 1:5 case (at low luminosity). In the labeling on the plots "N" stands for

"Next-to".
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The reconstructed jets in an event are ordered according to their ET . The position of a given

jet in this ordered list is referred to as the jet index in the following. Hence, the leading jet

in the event have the index 1, and so on. In addition, true b-jets in the event are referred to

as b-labeled jets. A set of interesting plots is the distribution of the index of the b-labeled

and the b-tagged jets initiated by the parton b-jets produced in the decay of the h decays.

Various distributions are illustrated in Figure 7.12 for the low luminosity case. Figure 7.12

illustrates, for the low luminosity case, various distributions of the index of the b-labeled and

the b-tagged jets initiated by the parton b-jets produced in the decay of the h decays. The

a) and b) histograms show the distribution of the index and the index-sum, respectively, of

the b-tagged jets for the accepted events. The histograms in c) show the distributions of the

number of b-labeled jets before and after b-tagging procedure. It is seen that only about 5% of

events have four b-tagged jets. whereas before the b-tagging more than 25% of the events have

four true b-jets, corresponding to a reduction of roughly ("b�tag)4 � (0:60)4 � 0:13. From a)

and b) histograms it could be seen that although in about 30% of the accepted events the

four b-tagged jets are the leading jets in the event, the probability of having the four b-tagged

jets among the six leading jets is not negligible, and should only be neglected if background

rejection issues are of importance. These observations do also justify the selection criteria to

be mentioned in the signal extraction section later.
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Figure 7.12: The distribution of index of labeled/tagged b-jets, produced in the h! b�b decays.

The distributions correspond to the tan � = 1:5 case. In a) the occupation percentage of the

four b-tagged jet indices is plotted for accepted events (i.e. each accepted event has 4 entries

in this histogram). In b) the sum of the indices of the entries in a) are plotted (i.e. 1 entry

per accepted event). In c) the percentage of the b-labeled/tagged jets in the b-tag � acceptance

region are plotted.
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7.5.1 The LVL1 signal acceptance

The LVL1 calorimeter jet trigger acceptance is obtained by applying the LVL1 jet triggers

on the signal samples. An example of the obtained results is shown in Figure 7.13. The

acceptance does not depend on tan �, and therefore only the results for the tan � = 1:5 point

for both low and high luminosities are shown. The LVL1 calorimeter jet trigger acceptance

is a combination of all jet trigger acceptances, which is the fourth bin in the histograms

plotted in the �gure. The overall acceptance at low luminosity, as seen in the �gure, is about

68%. At high luminosity the acceptance is as low as about 9%. The �rst three bins indicate

the acceptance for each jet trigger acting alone. And �nally the last bin shows the overlap

between the jet triggers in the LVL1 menu. As seen on this �gure the acceptance at high

luminosity is quite low and essentially, with this set of trigger thresholds, the signal could

not be selected e�ciently. Lowering the trigger thresholds will help to increase the e�ciency,

but at the same time the jet trigger rate will increase. For a discussion see section 7.7.
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Figure 7.13: Signal acceptance of the LVL1 calorimeter jet trigger (menu) at a) low and

at b) high luminosities. The �rst three columns on each plot give the acceptance for each

jet trigger type. The "ORed" column is actually the real LVL1 acceptance. The "ANDed"

column represents a measure of the overlap between the jet trigger types.
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7.5.2 Signal extraction

The H ! hh ! b�b b�b signal is extracted by selecting events according to the following

requirements:

� There have to be at least four b-tagged jets within the region j � j < 2:5 each with

pT > 15 GeV (pT > 40 GeV) at low (high) luminosity. These pT cuts are applied

on the re-calibrated b-tagged jets as explained above. (In fact several pT cuts have

been studied which will be explained below.) The invariant mass for all possible b b

combinations are constructed for events passing this cut.

� There have to be at least two exclusive b b combinations with an invariant mass, mbb,

within a mass window of �20 GeV about mh. (Here exclusive means that the four

b-tagged jets should be di�erent.) The 4b invariant mass, i.e. m4b, is reconstructed for

all of these complementary b b combinations within the mh mass window.

� At least onem4b need to be within a window of �26 GeV aboutmH . The four-momenta

of the b-tagged jets within this window is rescaledk according to mbb = mh, in order to

get an improved m4b invariant mass reconstruction, i.e. a better mass resolution.

The quoted mass windows in the above selection criteria cover a range of about 1.5{2 ��
about the nominal masses of the Higgs bosons, with � being the mass resolution in each case.

Several variations of the above selection criteria, all a�ecting the acceptance after the �rst

step of event selection algorithm above, have been investigated. Four di�erent pT cuts on the

b-tagged jets, i.e. 15 GeV, 20 GeV, 30 GeV and 40 GeV, both at low and high luminosities

have been applied. In addition, in each case, the selection is supplemented with the extra

requirements that the b-tagged jets entering the event selection procedure are within the four,

�ve or six leading ET jets in the event. An additional analysis with no restriction on the

position of the b-tagged jets has also been performed.

In Figure 7.14 an example of such an event selection procedure for tan � = 1:5 at low luminos-

ity is illustrated for p
b�jet
T

> 15 GeV . The dark-gray hatched histogram in these plots refer to

the distributions obtained without the application of the LVL1 calorimeter jet trigger, and the

superimposed light-gray hatched histograms, in each case, illustrate the same but after the

application of the LVL1 trigger. Plot a) shows the distribution of the reconstructed invariant

2b mass for all bb combinations in the events. The vertical full lines indicate the window

about mh. Plot b) shows the invariant 4b mass distribution for all exclusive bb combinations

falling within the h mass window. This is the second step in the event selection explained

above. The vertical lines indicate the mass window about mH . An event is selected if it has

at least one entry in this mass window. For the signal events in almost all the cases only one

4b combination per event is reconstructed within this window. But this may not necessarily

be the case for the QCD background sample. Therefore in order to reduce the background

contribution (or rate) to the selected events, and extra condition may be supplemented to the

above criterion. By considering only the 4b combination inside the mH mass window, which

minimizes the value of the expression
p
(m1(bb)�mh)2 + (m2(bb)�mh)2, where indices 1

kThe application of the rescaling of the four-momenta of the b-tagged jets to their parent h boson, serves

only to obtain a better resolution on the reconstructed m4b and does not a�ect the overall o�ine acceptance

for this channel.
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and 2 label the two reconstructed 2b masses within the mh mass window, one could reduce

the contribution from the QCD background. The ET of all four b-tagged jets contributing

with their invariant 4b mass to this window are then rescaled to the nominal mass of their

parent h boson, i.e. mh. The reconstructed invariant 4b mass using these rescaled ET of

the b-tagged jets is shown on plot c). Plot d) is also derived from b) and shows the same

distribution as in c) but with the extra minimization just pointed out.
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Figure 7.14: Example of the signal extraction procedure for tan � = 1:5 at low luminosity.
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The overall acceptance of the o�ine event selection for this channel is illustrated in Table

7.2, which also summarizes the average percentage of events surviving after each o�ine cut

as explained above. At low luminosity an overall acceptance of about 2% of the signal is

to be expected for both tan � values. In case of the high luminosity the acceptance is quite

small, basically due to the large transverse energy cut on the b-tagged jets. The application

of level-1 trigger will of course reduce these fractions further. The e�ect of LVL1 calorimeter

jet trigger on the o�ine acceptance of the signal is shown in Table 7.3. It is seen that the

e�ect at low luminosity is acceptable, whereas at high luminosity the already small o�ine

acceptance is dramatically reduced to a very tiny fraction of the events. As mentioned earlier

reducing the jet trigger requirements (in the trigger menu) the situation will improve, with

the side e�ect that the background jet rate will also increase. Giving that the extra jet

rejection capability at LVL2 is quite limited, this choice may not be a desirable solution. But

any de�nite conclusion requires more analysis on this part. The increased acceptance of the

signal at LVL1, due to a reduction of the applied LVL1 jet trigger thresholds, is illustrated

in Table 7.4 for two reduced threshold sets.

Table 7.2: Signal acceptance after each o�ine selection cut at low and high luminosities for

tan � values under study. For more information on each cut criterion see the text.

Low Luminosity

� 4 jets � 4 jets � 4 jets mh mHtan�
with j�j < 2:5 with pT > 15GeV b-tagged mass window mass window

1.5 95.8% 28.5% 4.7% 4.0% 2.1%

3.0 96.5% 30.2% 5.2% 4.4% 2.0%

High Luminosity

� 4 jets � 4 jets � 4 jets mh mHtan�
with j�j < 2:5 with pT > 40GeV b-tagged mass window mass window

1.5 95.4% 9.9% 0.7% 0.50% 0.3%

3.0 96.1% 10.1% 0.7% 0.6% 0.3%
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Table 7.3: The o�ine, LVL1 calorimeter jet trigger and the LVL1 plus o�ine acceptances at

low and high luminosities for tan � values considered here. The LVL1 calorimeter jet trigger

thresholds are the nominal thresholds determined in the previous chapter.

Low Luminosity

o�ine LVL1 Trig. LVL1 + o�ine
tan�

acceptance acceptance acceptance

1.5 2.0% 67.6% 1.6%

3.0 2.0% 67.0% 1.5%

High Luminosity

o�ine LVL1 Trig. LVL1 + o�ine
tan�

acceptance acceptance acceptance

1.5 0.3% 8.8% 0.04%

3.0 0.3% 7.7% 0.03%

Table 7.4: Same as Table 7.3 but only for the high luminosity and for two di�erent sets

of successively lower LVL1 calorimeter jet trigger thresholds to illustrate the enhanced of-


ine+LVL1 acceptance. The (o�ine) jet thresholds are indicated on the title row in each

table. The applied LVL1 jet trigger thresholds, as usual, correspond to 90% e�ciency for the

o�ine jets with the given ET .

J�1: 250 GeV J�3: 100 GeV J�4: 70 GeV

o�ine LVL1 Trig. LVL1 + o�ine
tan�

acceptance acceptance acceptance

1.5 0.3% 25.9% 0.1%

3.0 0.3% 24.4% 0.1%

J�1: 225 GeV J�3: 85 GeV J�4: 60 GeV

o�ine LVL1 Trig. LVL1 + o�ine
tan�

acceptance acceptance acceptance

1.5 0.3% 38.3% 0.2%

3.0 0.3% 36.8% 0.2%
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7.5.3 Background contribution

Applying the signal extraction criteria to the background sample, by utilizing the weighted

event procedure explained earlier, an estimate of the background contribution is obtained. All

exclusive 4b combinations within each event are considered in this case and no minimization

criteria is applied. The total number of events, remaining after the selection criteria, in each

pT interval of the QCD background sample is then normalized based on its cross-section and

each selected event is weighted with its probability as explained above. The obtained 2b and

4b mass distributions, corresponding to those of the signal, are shown in Figure 7.15.
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Figure 7.15: Plots a) and b) are equivalent to the corresponding ones in Figure 7.14 for the

signal. Plot c) is derived from b) by applying the concept of weighted events. The dark-

and light-gray hatched histograms show the results before and after the LVL1 calorimeter jet

trigger algorithm. The mass windows are indicated with parallel lines. By selecting only one

of the entries in the mass window in c) the contribution of the background could be reduced.
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A visual comparison of the signal and background is illustrated in Figure 7.16. It must be

noted that the minimization requirement mentioned above is not applied on any of these

distributions.
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Figure 7.16: The (a) and (b) plots in this �gure correspond to plot (b) for the signal in Figure

7.14 and to plot c) for the background in 7.15 respectively. They serve only to illustrate the

shape of the distributions for the two cases.
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7.5.4 Results

The signal observability in terms of signal (S) to background (B) ratio and the statistical sig-

ni�cance of the signal, de�ned as the ratio of the signal to the square-root of the background,

are tabulated in tables 7.5{7.8. For each luminosity four di�erent pT cuts, i.e. 15 GeV,

20 GeV, 30 GeV and 40 GeV, on the jets for each tan � value are studied. The signal and

background rates for 3 years low and high luminosity runs are also reproduced in the tables.

It must be noted that the �gures in these tables do not include the e�ect of the minimiza-

tion procedure mentioned in the previous section for the background sample. But the signal

sample does contain this e�ect. This means that the entries in the table are worst cases.

Considering these statistical signal signi�cances only, several selection criteria may be suited

to extract this channel e�ciently. Choosing a 15 GeV (40 GeV) jet pT cut at low (high)

luminosity and in addition requiring the 4 b-tagged jets, used to reconstruct the H mass, to

be within the �rst 5 highest ET jets in the event, the 5� discovery contour plot shown in

�gure 7.17 is obtained.
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decay channel studied in this section.
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7.6 b�bH ! b�b b�b

Four di�erent representative points in the conventional (mA ; tan �) plane have been con-

sidered for this study. As before the supersymmetric particles are assumed heavy (�xed at

� 1 TeV) so as the decay into SUSY particles is forbidden (i.e. the SUSY-OFF case). The

tan � values considered here are 30 and 50, each with a heavy neutral CP-even Higgs, H,

of mass 300 GeV and 500 GeV. At large tan � values the associated production of the neu-

tral CP-even/odd heavy MSSM Higgses, i.e. b�bH=A, is enhanced. The A and H are mass

degenerate from about mA � 150 GeV at these high tan � values, with similar production

cross-sections and b�b decay branching ratio's.

The total production cross-section of the neutral (CP-even) MSSM heavy Higgs boson asso-

ciated with b�b quarks through gluon scattering and q�q interactions ( through Higgs radiation

or Higgsstrahlung from vector bosons), i.e. gg q�q ! b�bH, as a function of mA is plotted in

Figure 7.18. The cross-sections are calculated for tan � = 30; 50 at one- and two-loop orders

using the HQQ Monte Carlo program [60]. In what follows only the leading order results are

considered in the calculations.
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Figure 7.18: MSSM neutral CP-even heavy Higgs associated production cross-section,

�(gg; q�q ! b�bH) for tan � = 30 ; 50 as obtained from HQQ program [60].

The correspondingH ! b�b branching ratio's, as obtained from HDECAY, are shown in �gure

7.19. The H ! �
+
�
� branching ratio contributes with about 11-14% to the decay width

of H/A Higgses for these tan � values. To be observed is that, whereas the cross-section

decreases rapidly with increasing mA (or mH), the branching ratio's are almost constant over

the mass range mA > 200 GeV .
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The cross-sections (at one-loop level) and the H bb branching ratios for the parameter sets

studied here are compiled in Table 7.9.
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Figure 7.19: MSSM neutral CP-even heavy Higgs, H, branching ratios for tan � = 30 ; 50 as

obtained from HDECAY [58] using O(�s) (LO) and O(�2s) mass formulas.

Table 7.9: The gg; q�q ! b�bH production cross-section and the H bb branching ratios for the

four parameter sets in the (mA; tan �) space studied here.

mH=mA [GeV ] tan� = 30 tan� = 50

�H(LO) = 17:65 pb �H(LO) = 48:60 pb

�A(LO) = 17:71 pb �A(LO) = 49:20 pb

300 BR(A=H ! b�b) = 88% BR(A=H ! b�b) = 88%

��BR= 31:12 pb ��BR= 86:06 pb

�H(LO) = 1:96 pb �H(LO) = 5:46 pb

�A(LO) = 1:94 pb �A(LO) = 5:38 pb

500 BR(A=H ! b�b) = 87% BR(A=H ! b�b) = 87%

��BR= 3:39 pb ��BR= 9:43 pb
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In Figure 7.20, the ET distributions of the partonic b-jets, are plotted for the associated (left

column) as well as for the H decay product (right column) b-jets, at H masses 300 GeV

(upper row) and 500 GeV (lower row). These distributions are essentially independent of the

tan � values. In each case the ET distribution of the harder (the full line) and the softer (the

dashed line) b-jet is shown. It is seen that the the ET distributions for the associated b-jets

are in general broader than those of the b-jets produced in the decay of the Higgs boson. An

important observation is that while the peak position of the ET distributions for the b-jets

from H decay (for the leading and the next-to-leading jet separately) are at higher values

compared to the corresponding ones from the associated b-jets, the mean of the distributions

are almost comparable.
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Figure 7.20: The ET distribution of the partonic b-jets produced in the bbH ! bb bb process.

The a plots are for the mH = 300 GeV and the b plots for the mH = 500 GeV case. The ET
distributions of the associated b-jets is su�xed with the digit 1 and that of the H decay product

b-jets is su�xed with the digit 2. In each case the leading (full-line) and the next-to-leading

(dashed-lin) jet distributions are shown.
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The ET distribution of the recalibrated o�ine b-jets, coinciding with the partonic �nal state

b-jets for the low luminosity scenario, is illustrated in Figure 7.21. The distributions shown

on the plots in this �gure are similar to those in Figure 7.20. An important point to be noted

here is that b-jets enter these plots only if both members of the corresponding b-jet pair are

detected. As can be seen the plots for the associated b-jets are less populated than those for

the H decay product b-jets. This means that the � distribution of the associated b-jets is

broader than that of the H decay b-jets, i.e. in most of the cases only one of the associated

b-jets fall within the b-tag �-acceptance window (j�j < 2:5).
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Figure 7.21: The ET distribution of the o�ine b-jets produced in the bbH ! bb bb process.

The a plots are for the mH = 300 GeV and the b plots for the mH = 500 GeV case. The ET
distributions of the associated b-jets is su�xed with the digit 1 and that of the H decay product

b-jets is su�xed with the digit 2. In each case the leading (full-line) and the next-to-leading

(dashed-lin) jet distributions are shown.
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The correlation of the ET of the two o�ine b-jets resulting from the decay of the H boson is

in turn shown in �gure 7.22. This distribution could be used to optimize event selection by

applying cuts on the jets in order to reduce contamination from b-identi�ed jets not being

the interested ones. It is seen that the distributions are almost independent of tan �.
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Figure 7.22: The correlation between the ET of the leading and the next-to-leading b-jets

produced in the decay of the H Higgs boson at low luminosity.
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The index (right column) and the sum of the indices (left column) of the b-jets produced in the

decay of the Higgs boson, after ordering the o�ine jets in descending ET , are shown in �gure

7.23. The entries in these plots have passed the kinematical cuts (b-tagged, � acceptance

and ET cuts) to be de�ned later in the event selection section. The important point to be

observed here is that as seen on these plots the decay product b-jets are in most of the cases

within the four leading jets of the event, with the (1; 4), (2; 4) and (3; 4) combinations less

favored. This observation is con�rmed by considering the plots in the right column in the

�gure, showing the sum of the indices of the b-jets from the H decay.
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Figure 7.23: The distributions of the indices, and the corresponding sums, of the b-jets ini-

tiated from H decay products. The a plots refer to mH = 300 GeV and the b plots to

mH = 500 GeV . The plots with the su�x 1 show the indices of these b-jets in the (descend-

ing in ET ) ordered list of the event jets, whereas the plots with the su�x 2 show the sum

of these indices. The contributing events have passed the kinematical cuts de�ned in event

selection section.
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7.6.1 The LVL1 signal acceptance

The acceptance of the LVL1 calorimeter jet trigger(s) at low and high luminosities are shown

in Figure 7.24 for the jet trigger thresholds obtained in the previous chapter. An interesting

point here is the rather high LVL1 jet trigger acceptance (column 4 in the plots) for both

cases, of the order of 90%. Another point is the high acceptance of the individual jet triggers,

i.e. the inclusive (�rst column), the three (second column) and the four (third column) jet

triggers. Considering the LVL1 jet trigger rate plots of the QCD background in Figure 7.5

on page 131.
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Figure 7.24: The LVL1 calorimeter jet trigger acceptance at low (top) and high (bottom)

luminosities. The �rst three columns indicate the acceptance of each of the LVL1 jet trigger

algorithms, i.e. the inclusive, three and four jet triggers. The fourth column is the overall

LVL1 calorimeter jet trigger acceptance. Whereas the last column serves only to illustrate the

overlap of the jet triggers.
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7.6.2 Signal extraction

The b�bH ! b�b b�b signal is extracted by applying the following cuts:

� At least four b-tagged jets in the event. At this point a geometrical cut is implicitly

also applied. This is because a b-tag requires the jet to be within the b-tag � acceptance

range, i.e. j�j < 2:5.

� The four leading jets of the event should be tagged as b-jets.

� The leading jet, passing the previous cut, should have an ET in excess of 100 GeV

(150 GeV) for mH = 300 GeV (mH = 500 GeV ). The next-to-leading along with the

other jets in the event, also passed the previous cut, should have an ET greater than

50 GeV (70 GeV) for mH = 300 GeV (mH = 500 GeV ). The same ET cuts are applied

both at low and at high luminosity.

� The mbb invariant mass is reconstructed and events with at least an entry within a mass

window of about 1:5��H , where �H is the mass resolution, about the parent Higgs mass

are accepted. Three di�erent methods are used to reconstruct mbb: a) only the two

leading jets, passing the previous cuts, b) all bb combinations within the three leading

jets, and c) all bb combinations within the four leading jets are considered. The mass

window is about �60 GeV for mH = 300 GeV and about �80 GeV for mH = 500 GeV .

See mass plots in Figure 7.2 on page 127.

The above cuts could be justi�ed as follows. The only obvious o�ine handle for this channel

is the reconstruction of the bb-mass which should give back the mass of the parent H boson.

Additional kinematical cuts applied on the ET of the b-tagged jets could improve the selec-

tivity of the signal and at the same time reduce the background contribution. By considering

the correlation plots in Figure 7.22 and the corresponding ET pro�les of the leading and

the next-to-leading b-jets, from the Higgs decay, in Figure 7.21 and at the same time taking

into account the index of these b-jets as shown in Figure 7.23, the applied kinematical cuts

can be justi�ed. The kinematical cuts on the leading and next-to-leading b-tagged jets are

determined in such a way as to keep about 90% of the entries in each pro�le plot in Figure

7.21, so as to keep the heavily populated region in the correlation plots in Figure 7.22. From

the ET distributions, shown in Figures 7.3 and 7.4 for the QCD samples, these ET cuts will

reduce the background contribution to large extent. For a given mass the selected ET cuts

do not depend on tan �, and depend only on the Higgs mass, and to �rst approximation the

applied cuts are not optimized for the relatively small luminosity e�ects (with the argument

that di�erent jet cone sizes adopted, namely 0.5 at low and 0.4 at high luminosity, remedies

the e�ect.)

The corresponding reconstructed mbb, at low luminosity, is shown in Figures 7.25 and 7.26

for mH = 300 GeV and for mH = 500 GeV respectively. By selecting the entry with a recon-

structed mbb closest to the real Higgs mass, the reconstructed distributions, superimposed as

shaded histograms on the corresponding distributions, are obtained (see �gure captions).
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Figure 7.25: The mbb distributions for mH = 300 GeV for an integrated luminosity of 30 fb�1.
Only events with four leading jets tagged as b-jets and passing the geometrical/kinematical

cuts contribute to the distributions. The invariant mbb is reconstructed by using: a) only the

two leading b-tagged jets (the tight cut), b) all bb combinations within the three leading ones,

c) all bb combinations within the four b-tagged jets. The entries in the shaded histograms

superimposed on the plots correspond to the accepted events with an entry within the applied

mass window, and serve only to illustrate: 1) the position and width of the applied mass

window and 2) the rate of accepted events. For an explanation of the various selection criteria

see text.
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Figure 7.26: The same as in Figure 7.25, but for mH = 500 GeV .

163



7.6.3 Background contribution

Upon application of the selection criteria on the background samples the mbb distributions

shown in Figure 7.27 are obtained after accumulating 30 fb�1 of luminosity. The mass dis-
tributions are obtained by utilizing the concept of weighted events as explained earlier. The

weighting factor for a given event is obtained by multiplying, depending on the id of the jet,

the b-tag/mistag e�ciencies of the four b-tagged jets passing the selection criteria. For events

contributing more than once to the mass window, the weight factors are summed accordingly.
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Figure 7.27: The same as in Figure 7.25, but for the QCD background sample and with the

applied selection cuts corresponding to those optimized for the mH = 300 GeV case. The

concept of weighted events is applied to produce these plots for the various selection criteria

(see text).
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Finally, in Figure 7.28 it is illustrated that the signal does not su�er much form the applied

ET cuts (after b-tagging) and that the background rate is only reduced when the b-tagging

procedure is applied. Otherwise the rate will be too large to allow any signal to be extracted.

The upper plot is due to signal: the entries in the original (not shaded) histogram are due

to events passed the b-tagging, but with no ET cuts applied. The light-grey shaded histogram

is after the application of the ET cuts. The lower plot is due to background: the entries

in the original (not shaded) histogram are due to events passed j�j < 2:5 cut, but with no

ET cuts and no event weighting applied. the entries in the light-grey shaded histogram is

due to events passed also the ET cuts but with no event weighting applied. And the dark-

grey shaded histogram is after the application of the event weighting procedure. The rate

reduction due to b-tagging procedure is evident from this �gure. The dark shaded region of

the histograms, in both cases indicates the applied mass window cut.
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Figure 7.28: The Signal and background mbb distributions for tan � = 30 and mH = 300 GeV

for an integrated luminosity of 30 fb�1 for the tight selection algorithm after the LVL1 trigger.

For details see text.
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7.6.4 Results

The signal and background rates, for an accumulated luminosity of 30 fb�1 and of 300 fb�1,
for the three di�erent selection cuts are compiled in tables 7.10 and 7.11 for mA = 300 GeV

and mA = 500 GeV respectively. The observability of the signal in terms of signal (S) to

background (B) ratio and the statistical signi�cance, de�ned as the ratio of the signal to the

square-root of the background, are also indicated in these tables for the respective selection

algorithms. The e�ect of the LVL1 calorimeter jet trigger on the acceptance of this channel

is also reproduced in the table. To be noticed is the positive e�ect of the LVL1 calorimeter

jet trigger on the S=B and S=
p
B. The reason for this behaviour is the higher acceptance of

the LVL1 jet triggers of the signal and its relatively higher jet rejection on the background

sample than on the signal.

For the tight selection algorithm, including the e�ect of the LVL1 jet trigger, the 5� discovery

contour plots shown in Figure 7.29 are obtained. For comparison the 5� discovery contours for

the b�bA=H ! b�b ���+ decay channels, at low and at high luminosities are also superimposed

on the plots in Figure 7.29. It is seen that the four b-jet �nal states do cover a large area of

the (mA; tan �) plane in the large tan � region. It can also be observed the 4b channels serve

as a complementary discovery channel to the �� decay mode for mA < 400 GeV, whereas for

A masses larger than this they will provide a better discovery chance.
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Figure 7.29: 5-� discovery contours for low (left) and high (high) luminosities for the tight

selection algorithm. For details of the selection criteria see text.
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Table 7.10: Expected number of signal and background events after having accumulated

30 fb�1 (low) and 100 fb�1 (high) luminosity. The corresponding signal (S) to background

(B) ratio in percentage and signi�cance is also given. For more details see text.

Low Luminosity

mH O�ine

300 GeV tan � = 30 tan � = 50

No. of Leading

b-tagged jets
two three four two three four

S 1:14 � 104 2:58 � 104 3:07 � 104 2:80 � 104 6:05 � 104 7:75 � 104
B 6:65 � 103 1:28 � 105 1:96 � 105 6:65 � 103 1:28 � 105 1:96 � 105
S=B 1.71 0.20 0.16 4.21 0.47 0.40

S=
p
B 139.7 72.0 69.4 343.3 169.1 175.1

mH L1CT + O�ine

300 GeV tan � = 30 tan � = 50

No. of Leading

b-tagged jets
two three four two three four

S 1:14 � 104 2:58 � 104 3:07 � 104 2:80 � 104 6:05 � 104 7:72 � 104
B 6:65 � 103 1:28 � 105 1:96 � 105 6:65 � 103 1:28 � 105 1:96 � 105
S=B 1.71 0.20 0.16 4.18 0.47 0.39

S=
p
B 139.7 72.0 69.4 340.9 168.5 174.4

High Luminosity

mH O�ine

300 GeV tan � = 30 tan � = 50

No. of Leading

b-tagged jets
two three four two three four

S 5:64 � 104 1:22 � 105 1:51 � 105 1:37 � 105 3:13 � 105 3:79 � 105
B 3:06 � 105 9:58 � 105 1:37 � 106 3:06 � 105 9:58 � 105 1:37 � 106
S=B 0.18 0.13 0.11 0.45 0.33 0.28

S=
p
B 101.8 124.4 129.5 248.3 319.9 324.4

mH L1CT + O�ine

300 GeV tan � = 30 tan � = 50

No. of Leading

b-tagged jets
two three four two three four

S 2:59 � 104 7:89 � 104 1:07 � 105 1:37 � 105 3:13 � 105 3:79 � 105
B 2:75 � 105 8:33 � 105 1:14 � 106 2:75 � 105 8:33 � 105 1:14 � 106
S=B 0.09 0.09 0.09 0.24 0.25 0.23

S=
p
B 49.4 86.5 100.4 124.2 228.8 246.2
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Table 7.11: Expected number of signal and background events after having accumulated 30 fb�1

(low) and 100 fb�1 (high) luminosity. The corresponding signal (S) to background (B) ratio in

percentage and signi�cance is also given. For more details see text.

Low Luminosity

mH O�ine

500 GeV tan � = 30 tan � = 50

No. of Leading

b-tagged jets
two three four two three four

S 1:36 � 103 2:90 � 103 3:60 � 103 3:41 � 103 6:70 � 103 8:43 � 103
B 2:66 � 103 2:99 � 103 3:52 � 103 2:66 � 103 2:99 � 103 3:52 � 103

S=B(%) 0.51 0.97 1.02 1.28 2.24 2.40

S=
p
B 26.4 53.0 60.6 66.0 122.6 142.2

mH L1CT + O�ine

500 GeV tan � = 30 tan � = 50

No. of Leading

b-tagged jets
two three four two three four

S 1:36 � 103 2:90 � 103 3:60 � 103 3:41 � 103 6:70 � 103 8:43 � 103
B 2:66 � 103 2:99 � 103 3:52 � 103 2:66 � 103 2:99 � 103 3:52 � 103

S=B(%) 0.51 0.97 1.02 1.28 2.24 2.40

S=
p
B 26.4 53.0 60.6 66.0 122.6 142.2

High Luminosity

mH O�ine

500 GeV tan � = 30 tan � = 50

No. of Leading

b-tagged jets
two three four two three four

S 6:53 � 103 1:31 � 104 1:70 � 104 1:72 � 104 3:20 � 104 3:92 � 104
B 2:72 � 103 1:19 � 104 1:72 � 104 2:72 � 103 1:19 � 104 1:72 � 104

S=B(%) 2.40 1.10 0.99 6.34 2.70 2.28

S=
p
B 125.3 119.9 130.0 330.2 293.9 299.0

mH L1CT + O�ine

500 GeV tan � = 30 tan � = 50

No. of Leading

b-tagged jets
two three four two three four

S 6:37 � 103 1:27 � 104 1:66 � 104 1:72 � 104 3:20 � 104 3:92 � 104
B 1:49 � 103 1:06 � 104 1:58 � 104 1:49 � 103 1:06 � 104 1:58 � 104

S=B(%) 4.29 1.20 1.05 10.90 2.92 2.40

S=
p
B 165.3 123.7 132.2 420.1 301.2 300.9
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7.7 Discussion

From the study, performed here, on the MSSM neutral Higgs decay channels with multi

b-jet �nal state signatures, the follwing observations and conclusions can be inferred. The

acceptance of the current LVL1 jet trigger, as implemented in the trigger menus, is in gen-

eral high (� 90%) at large tan � (& 30) and intermediate to large mA (mA & 200 GeV )

at both low and high luminosity runs. While at low tan � (. 3:0) and intermediate mA

(200 GeV < mA < 350 GeV ) the acceptance is moderate (� 70%) at low and very low (�
few %) at high luminosity. The former has been studied via the bbH ! bb bb decay channel

and the latter via the H ! hh ! bb bb. In spite of the high rate of the signals in their

respective regions in the MSSM parameter space, they su�er from the much higher rate QCD

background contributions. Reducing the LVL1 jet trigger thresholds combined with the b-tag

capability of the LVL2 trigger may be utilized to achieve a higher overall, i.e. LVL1 + o�ine,

acceptance especially for the high luminosity case for the low tan � channel. The special four

b-jet �nal state topology, common for both decay modes, already rejects a large fraction of

the background, but nevertheless a better signal to background ratio and statistical signal

signi�cance is desirable. Di�erent additional kinematical cuts and requirements optimized to

the properties of the signals were also applied in order to cover as large an area of the MSSM

parameter space as possible.

The 5� discovery contour for the low tan � region covers a small region of the (mA; tan �)

parameter space as a complementary channel to the area covered by other decay channels,

e.g. H ! hh ! bb 

 and tt h ! tt bb. In this case additional selection criteria like the

angular distance between the two b-jets produced in the light Higgs decay could also be used

to reject a fraction of the background events. But in any case the extraction of signal above

background is not easy and at high luminosity an extremely di�cult task if at all possible.

In the case of the high tan � the situation is di�erent. At small A masses (mA < 400 GeV )

it complements the �� = �� decay modes, whereas at higher mA it covers a larger parameter

space than, for instance, the �� channel. Here the situation is rather di�erent than in the

low tan � case above. Signal extraction, due to its hard b-jet distributions, is less di�cult.
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Summary and Conclusion

This work has been performed within the framework of the ATLAS experiment at LHC lo-

cated in CERN. A detailed fast simulation environment, based on an existing code, has been

developed containing detailed parameterization of the essential e�ects of the calorimeters,

like response, longitudinal and transverse shower shape, and transition region e�ects, as ob-

tained from the so-called full simulations. Essential details of the parameterization procedure

has been described. A detailed pile-up implementation is another powerful feature of this

simulation tool. An interface of the simulation package to the o�cial ATLAS particle-level

fast simulation program, ATLFAST, has also been implemented. Detailed pile-up simulations

for low and high luminosities have also been performed and incorporated into the simulation

code. The complete LVL1 trigger chain is also implemented in this code. This simulation

package was used to obtain the results presented in this work.

The e�ect of the combination of the Emiss

T trigger with the jet trigger has also been discussed,

which can be used to reject QCD background, or to lower the jet trigger thresholds applied at

LVL1, for processes with genuine Emiss

T signatures. The jet trigger thresholds for the LVL1

jet triggers (de�ned in the trigger menu) were obtained and where applied on signal and

background samples studied here. The LVL1 rates for the various jet triggers, and based on

the thresholds, de�ned in the current LVL1 trigger menu has been estimated using the LVL1

jet trigger thresholds also determined here within the simulation tool. The overall LVL1 jet

trigger rate is at low luminosity estimated to be about . 2 kHz and at high luminosity about

. 900 Hz. It must be noted that the rate at low luminosity is higher than the o�cial quoted

value in [39] by a factor > 2. The reason for the disagreement in the obtained results, apart

from being evaluated in di�erent simulation environments, is a matter of de�nition. It makes,

for instance, a di�erence if one obtains the thresholds based on the rate, or on the jet trigger

e�ciency, requirements. The latter method has been applied here for a 90% inclusive jet

trigger e�ciency.

The observability of the MSSM neutral Higgs bosons with four b-jet �nal state topologies at

small and at large tan � regions for intermediate to heavy A/H bosons was studied. Further,

the acceptance of the LVL1 trigger on the signal was also investigated. The acceptance of

the LVL1 jet trigger of the bbA=H ! bb bb channel, having a large cross-section and a high

branching ratio (� 90%) in the parameter space considered here, the acceptance is high

in spite of the high jet thresholds required in the LVL1 trigger menu. The reason for this

is the fact that the A=H Higgs bosons are heavy and produce jets with high ET , which

can be triggered on e�ectively. For the light Higgs, on the other hand, the situation is

di�erent. The �nal state jets are usually not that high energetic, due to the lower mass,

to allow an acceptance as e�cient as in the heavy Higgses by the LVL1 jet trigger. Hence,

the signal acceptance is particularly low at high luminosity. The e�ect of the QCD multi-
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jet background processes has also been evaluated for both decay channels by applying the

appropriate selection cuts. For both cases also the 5� discovery contours, based on the

statistical signi�cances, were obtained. At small tan � and intermediate mA regions the

obtained contours complement the H ! hh! bb 

, H ! Z Z
(�) ! 4` and A! Z h! `` bb

channels. At large tan � the 4b �nal state channels studied here add to the area covered by

the �� = �� channel at high A masses (mA > 500 GeV).

Selection criteria can, in principle, still be optimized, for instance:

at small tan � by applying a cut on the angle between the bb combinations to select the

signal more e�ectively (this has actually been performed resulting in a reduction by a

factor of 2 of the background and a loss of at most 5% of the signal).

at large tan � by requiring only one of the multi-jet triggers in the LVL1 trigger menu { the

LVL1 3-jet trigger, for example, and not the overall jet trigger. This reduces the QCD

background rate by a factor of about 2{3 and results in a signal loss of about 5{10%

(depending on luminosity).

The trigger requirement mentioned above could also be used in the small tan � case in addition

to the other selection cuts. Eventual correlation between the cuts (either between these or

between these and the earlier cuts) should of course be studied.

In conclusion it must be noticed that the results obtained here are based on a simulation tool

that can be considered as the most realistic fast simulation used for di�erent analyzes so far,

e.g. in the Physics TDR [46]. Another important point which should be mentioned is that

the obtained signi�cances do not contain any contribution from systematical uncertainties.

Systematics due to uncertainties in the higher order corrections to the matrix elements (the K{

factors) are in general known and evaluated for the signal but not for all the QCD background

processes, and therefore has not been included. On the other hand the uncertainties in the

parton distribution functions are are known and controllable, and have an e�ect of about

10{20% depending on the choice of the pdf (changing from CTEQ2L to CTEQ4L/M or

CTEQ5L/M for instance). Other systematic e�ects, due to experimental features, like the

calorimeter calibration e�ects and/or the jet energy scale, can not be estimated properly, to

be included in the calculations of the signal signi�cance. This should await the completion

of the LHC and the ATLAS detector.
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